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Abstract—Virtual reality (VR) provides immersive visualization that has proved to be useful in a variety of medical applications. Currently, however, no free open-source software platform exists that would provide comprehensive support for translational clinical researchers in prototyping experimental VR scenarios in training, planning or guiding medical interventions. By integrating VR functions in 3D Slicer, an established medical image analysis and visualization platform, SlicerVR enables virtual reality experience by a single click. It provides functions to navigate and manipulate the virtual scene, as well as various settings to abate the feeling of motion sickness. SlicerVR allows for shared collaborative VR experience both locally and remotely. We present illustrative scenarios created with SlicerVR in a wide spectrum of applications, including echocardiography, neurosurgery, spine surgery, brachytherapy, intervention training and personalized patient education. SlicerVR is freely available under BSD type license as an extension to 3D Slicer and it has been downloaded over 7,800 times at the time of writing this article.
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I. INTRODUCTION

VIRTUAL reality (VR) has promised to revolutionize various fields of industry and research for many years. Virtual reality is a fully immersive technique that allows the user to experience realistic scenes with complete control over the visual and auditory sensations in VR, the real world is fully replaced by the virtual content. Only recently, however, the necessary hardware components have reached a level of maturity where VR techniques can be efficiently applied and, at last, VR hardware became available to wide audiences [1].

Many areas of medicine have seen the benefits of virtual reality visualization and interaction. Since the pedagogic and educational advantages of virtual environments have been established [2], numerous training applications using VR-based simulators have been developed and successfully evaluated. It has been shown that VR training reduces surgical times and improves performance in interventions in neurosurgery [3][4] and urology [5], applications in endoscopy [6] laparoscopy [7], or dentistry [8]. In addition to training the interventionalists, VR simulation can also be used for patient education [9-12] and rehabilitation [13][14]. Another major area where VR techniques have been found beneficial is surgical planning, by promising reduced surgical times and improved outcomes in a patient-specific approach. Virtual planning software have been developed and evaluated for tumor resection [15-17], brachytherapy [18], radiofrequency ablation [19] and radiation therapy [20].

Peer reviewed literature suggests that the applicability of VR in medical research has been well established. VR techniques have become significant in the clinical industry as well: the U.S. Food and Drug Administration (FDA) organizes workshops for medical virtual reality [21], and VR is frequently featured in the trending topics of the annual meetings of the Radiological Society of North America (RSNA) [22][23]. The annual growth rate of the virtual and augmented reality market in healthcare is estimated between 16% and 36% in the 2019-2026 period [24-26].

Established platforms exist for development of VR software, such as Unity3D1 and Unreal Engine2. These, however, have been created and optimized for the main source of the recent extended reality boom: the video game industry. Various research fields and industries make use of these platforms besides the entertainment sector: manufacturing, education, military, etc. Although each of these fields have their own specialized requirements for data and workflow management, visualization, and interaction, the extra software components for those can be added to the base platform with reasonable overhead. In addition, all the above-mentioned areas deal exclusively with “geometrical objects”. This means that the objects presented to the user in the scene are represented the same way (as polygonal meshes), and interaction is typically manual motion.

The medical use cases, however, share a large set of complex software features that are not present in the available platforms: DICOM [27] data management, segmentation, registration, connections to medical hardware, and common evaluation strategies. Moreover, the objects these features involve are “medical objects”; data that is created, managed, and stored in various ways, such as annotations, treatment plans, transformations, or volumetric images. Previous work in medical research involving virtual reality have aspired to reuse existing components as much as possible, but the integration of
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the steps into a complete workflow has proved to be difficult. Either the development burden is greater than otherwise necessary [28], or the resulting software is rather heterogeneous [29][30]. Difficulties in integration is aggravated by using different technologies, such as the C# implementation of Unity3D, which hinders integration with systems using C/C++, which is still the standard in the medical imaging and robotics industry. This problem prevents creating streamlined, integrated workflows, and restricts flexibility in deviating from the defined steps (or, as seen in most of the works cited above, a combination of these two).

3D Slicer [31] is an open-source medical image visualization and analysis platform covering the generic medical image computing functions, and offering a great number of extensions to support specialized fields such as image-guided therapy [32], radiation therapy [33], diffusion tractography [34], chest imaging [35], or extended DICOM support [36]. The 3D Slicer community [37] has been working over two decades on developing these features in a robust, maintainable, and flexible way, so it seems reasonable to add virtual reality support to this platform in order to leverage the powerful medical feature set it provides, and thus enable establishing complex medical workflows with minimal additional effort.

In addition to the considerations about functions supporting medical data and procedures, the set of requirements in terms of virtual reality visualization is different for medical applications. A major difference is the heavy use of volume rendering, which is a 3D image visualization technique also used in the gaming industry for rendering particle clouds such as fog and fire but is used in medical imaging in a more demanding and complex way. It visualizes large image volumes such as computed tomography (CT) or magnetic resonance (MR) in 3D, and applies complex transfer functions and custom shader programs – not available in the platforms used in gaming – to achieve a rendering that allows quick and unambiguous interpretation of the detailed medical data.

Another difference is the limited visual context when showing medical data. In most cases, there is no floor, sky, or other clues typically present in virtual reality, because the only focus is the patient data itself. The method of interacting with objects in the scene is also different. With the distinct set of VR requirements, the creation of a medically focused platform that can be directly applied to a wide range of use cases is justifiable.

In this paper, which is an extended version of work published in [38], we report the current state, as well as the established and future medical use cases of the free, open-source SlicerVR platform.

II. MATERIALS AND METHODS

SlicerVR (www.SlicerVR.org) is a comprehensive virtual reality software toolkit, providing immersive virtual reality visualization [39], exploration [40], and navigation during image-guided therapy training and planning, taking advantage of the functionality of the 3D Slicer ecosystem. SlicerVR is designed to provide one-button virtual reality integration in a well-established medical research platform, so instead of targeting certain applications and performing certain tasks, the toolkit aims to endow 3D Slicer with seamless but comprehensive VR capabilities. Arbitrary rendered scenes showing and providing access to medical objects can be simply transferred to the head mounted display (HMD) and manipulated using the VR controllers, without the need for any programming or configuration steps.

The SlicerVR toolkit can be installed from the 3D Slicer extension manager. A module named “Virtual Reality” appears in the menu containing VR-related settings, in addition to the toolbar buttons controlling the frequent operations such as show scene in virtual reality. After the user has populated the 3D Slicer scene to be viewed, VR rendering can be launched by pressing a single button. By managing a single rendering scene, simultaneous manipulation of the immersive virtual reality scene and the desktop (i.e. conventional monitor-mouse) scene is possible. As consequence, in contrast to the habitual “virtual exploration” environments, all modifications made in the virtual scene are propagated back to 3D Slicer. This shared scene approach makes it possible, for example, to edit a therapy plan in VR and then applying it without the need to take further steps.

A. Visualization and navigation

The greatest advantage of virtual reality is the intuitive, stereoscopic visualization it offers. The intuitiveness lies in the fact that it is possible to change the point of view by moving one’s head, making it possible to look at objects from different angles just as one would in the real world. Natural head movement is also useful to get a better sense of depth, which is otherwise provided by the stereoscopic rendering. The two eyes receive two different renderings of the virtual scene, the cameras being assigned to the two eye positions, thus providing a natural feel when looking at the scene.

Navigating within the scene is also possible by using the VR controllers. The user can fly in the direction of pointing or away from that, by pressing the button corresponding to the direction (forward or backwards). The speed of flight can be changed from the VR module’s user interface (UI). An advanced but intuitive view operation, which we call pinch 3D, allows the user to manipulate the virtual world itself using the two controllers. The user presses a button on both controllers, which selects two points in the virtual world. As the user moves the two controllers while keeping the buttons pressed, the world is being rotated, scaled, and moved at the same time.

The third option to navigate in the scene is to set the desired view in the 3D viewer on the desktop and press the “Set virtual reality view to match reference view” button on the toolbar or in the VR module. The VR cameras are then calculated based on the single-view reference camera, and propagated to the HMD, thus “jumping” to the desired position and viewing direction. Navigation within a virtual medical scene differs from traditional VR applications, in that the only defined objects are the medical data (images, segmentations, plans), and there is no environment context explicitly determined. This means that the user cannot rely on a floor or sky being present at all times to orient themselves, so it is easier to lose bearings. The option to set the camera from a traditional desktop view is
thus quite important and useful. At the same time, the lack of visual anchors also enables certain functions such as pinch 3D.

Additional display options exist in SlicerVR to fine-tune the visual experience. These include options such as two-sided lighting, which determines whether the sides of the objects not facing the light sources are lit, and back lights, which activates additional light sources. It is also possible to toggle visibility of the physical objects controlling the user’s VR environment and experience. Such devices are the VR controllers in the user’s hands or the lighthouses that are used by certain VR systems (e.g. HTC Vive and Oculus Rift) for external position tracking of the HMD and controllers.

### B. Motion sickness

In highly immersive environments such as VR, many users experience discomfort such as nausea or headache after extended use or upon receiving inconsistent stimulus [41-43]. One of the major factors that contribute to motion sickness is the frame rate experienced within the virtual environment. Frames per second need to be kept as high and constant as possible to increase the comfort of the wearer. In medical applications it is often needed to visualize large 3D images via the volume rendering technique, or complex surface models containing tens or hundreds of thousands of triangles. The rendering of these complex datasets pushes the limits of even the most modern hardware, especially since they need to be rendered multiple times: the 3D view and the 2D slice view intersections on the desktop (depending on the selected layout), plus the two VR cameras. Thus, it is critical to ensure that rendering the virtual scene happens as smoothly as possible on the available hardware.

There are three mechanisms in SlicerVR to keep the rendering frame rate high in order to allow prolonged convenient stay in the virtual world. The update rate option allows setting a desired frame rate, which is enforced by reducing volume rendering quality to the highest possible setting while keeping the desired frame per second. The motion sensitivity setting enables temporary reduction of volume rendering quality when head motion is detected. At the default value of zero motion is never detected, and at high values even a little motion triggers the quality change. These two options implement progressive rendering, i.e. harmonization of rendering parameters based on user actions. The third option, namely the “Optimize scene for virtual reality” toolbar button allows a one-time optimization of rendering settings on the current scene to increase performance. It forces volume rendering to use the graphics card and turns off 2D slice intersection visibility for all existing surface models and segmentations, because calculating the intersections is a computation-heavy task. The optimize feature also turns off backface culling for all surface models so that the user sees surfaces even when going inside an object. Although this last setting is not related to performance, it enhances in-VR experience.

There are other considerations to prevent motion sickness in addition to rendering performance. Degree of control is an important factor influencing level of comfort. Movements that occur without the user’s explicit command, especially if high acceleration is involved, cause sensory conflict that may increase discomfort and lead to motion sickness symptoms. Each mode of motion in SlicerVR is initiated by the user, and does not involve acceleration, in order to minimize sources of unease while in the virtual environment.

### C. Interaction

For many use cases it is essential to be able to interact with objects in the virtual scene. For example, in therapy planning the target needs to be defined and the device movements planned, or in education the instructor may want to make annotations. In SlicerVR it is possible to manipulate objects intuitively using the controllers. Objects can be grabbed by moving either the left or right controller’s active point inside them and pressing the trigger button. The active point is a defined position on the controller, which can be set up to be indicated by a colored dot. The user can rotate and move the grabbed objects and let go of them when done by releasing the button.

The state of in-VR manipulation is separately stored in an interaction transform object in the application, which is automatically created on the top of the transformation tree that belongs to the manipulated object. The in-VR interaction can thus be reverted by simply resetting the interaction transform. Manipulation can be disabled by changing a setting called selectable on the object that the user wants to keep static. This is useful for example when there are objects inside other objects (such as tools or structures inside the body), and we want the object picking logic to ignore those that are not to be moved.

The capability of 3D Slicer to reuse transforms in transformation trees enables SlicerVR to reuse transforms to manipulate objects or to a controller. A 2D slice view can be set up to be movable by attaching a “handle” object. When the user moves the handle around, the slice view moves rigidly along with it, thus slicing through an anatomical image such as CT. Similarly, by attaching a surgical tool model to the controller transform, directly moving the surgical tool with the user’s hand can be simulated.

Finally, any function in 3D Slicer or its extensions can be accessed in the virtual environment via the virtual widget. The user can invoke it by pressing the menu button. The widget appears in front of the user, and a laser pointer is attached to one of the controllers, which can be used as a regular mouse. The virtual widget initially shows the home widget, containing the basic VR settings, and a list of registered application widgets, which appear on the bottom as a list of icons. By clicking (i.e. shooting with the trigger button) on one of the icons, the application widget replaces the home widget, with an additional back button in the corner allowing to return to home. The application widgets can be added as plugins, which provides a flexible and extensible way to make any feature accessible from within VR, so that the user can perform every step without taking the HMD off. The currently implemented
widgets are the Data widget and the Segment Editor widget. The Data widget shows the loaded data objects and allows changing visibility, opacity, etc. The Segment Editor widget is a simplified version of the 3D Slicer module with the same name, which provides image segmentation features. The widget contains the editing tools that are applicable in VR, and is useful to make annotations for education or collaboration purposes or perform actual image segmentation tasks, for example correcting errors in auto-segmentation, which is difficult to do in a regular monitor-mouse setting, and is expected to be considerably faster and more convenient in VR. Additional application widgets may be implemented for advanced volume rendering parameters, registration, or changing therapy plan settings. The virtual widget feature is not yet fully implemented, thus it is not included in the SlicerVR release at the time of writing the article.

D. Virtual collaboration

As the VR technology makes it possible to experience a synthetic reality, in theory it also enables to place multiple persons in the same reality, thus sharing the exact same experience, and allowing them to collaborate. By loading the same medical scene and connecting the application instances over the network, such collaboration can be achieved using SlicerVR. Transformations describing the pose of the HMDs and the controllers, as well as the shared objects in the virtual scene are transmitted between the participating instances. As a consequence, the avatars of the other participants including head and hands can be shown in real time, while the virtual scene is being manipulated together.

In our feasibility tests (see reference in caption of Fig. 5) no significant performance drop could be perceived while in collaboration compared to viewing the scene individually. Collaboration does not use more resources other than the additional burden of rendering the avatars if enabled, and there is no noticeable latency due to only exchanging lightweight transforms for the existing objects.

Sharing the virtual scene enables creating novel cooperative experiences. Medical professionals connected through SlicerVR may plan interventions together or evaluate medical images and findings together for diagnosis. A doctor can explain to the patient the planned operation in an intuitive way, informing them of the possible complications and offering them choices (i.e. patient education). Broadcasting (1 to N) scenarios are also possible to initiate in which an instructor can explain anatomy or an intervention to a group of students, who can observe the scene from a distance, angle, and magnification of their choice.

E. Architecture

SlicerVR is an extension to 3D Slicer, and as a consequence the 3D Slicer factory machine downloads and builds the source code from the public repository\(^1\), runs the automated regression tests, and then publishes the packaged extension every night (starting at midnight in EST time zone). The package appears in the Extension Manager; a 3D Slicer component offering extensions to the users with single-click install.

The SlicerVR build utilizes a special external module for the Visualization Toolkit (VTK)\(^{[44]}\) implemented for virtual reality visualization and interaction. This module called VTKRenderingOpenVR builds on the OpenVR software development kit that provides hardware abstraction. Thus, SlicerVR supports all the head-mounted displays that OpenVR offers, such as the HTC Vive, Oculus Rift, and all Windows Mixed Reality headsets. The connection between SlicerVR and the hardware is provided via the OpenVR interface within SteamVR, a Windows-based virtual reality system. Thus, although 3D Slicer supports several operating systems, SlicerVR is currently only available on the Windows platform.

In a virtual collaboration session, the internal state of the 3D Slicer instance running on each workstation is synchronized via an OpenIGTLink\(^{[45]}\) connection. The architecture is shown in detail in Fig. 1.

III. RESULTS

SlicerVR is freely available for 3D Slicer versions 4.10 and later. It can be downloaded from the Extension Manager with a single click. The number of downloads exceeds 7,800 at the time of writing.

Several of the use cases outlined in the above sections have been realized and assessed, thus proving the feasibility of using SlicerVR in training and clinical settings. Each of these scenarios were created without the need of any programming, only using different components of SlicerVR and the 3D Slicer ecosystem.

A. Pedicle screw placement planning

One large group of use cases is treatment planning, many of which scenarios involve planning the position of one or more implants in the patient body. Since the anatomy of each patient is different, and the disease developed differently in each of them, it is challenging to efficiently and accurately plan the target location of the devices using a 2D monitor. A quite common procedure of this sort is spinal stabilization, which involves the insertion of numerous screws in the spinal column. Accurate planning of the screw positions is crucial, but

\[^{1}\] https://github.com/KitwareMedical/SlicerVirtualReality
manual planning is time-consuming [46]. The use of VR may potentially improve the accuracy and duration of planning, thanks to the intuitive stereoscopic display and natural hand interaction offered by the technology.

The scene used for the feasibility study contained a volume rendering of the spine CT or the segmented vertebral surfaces, along with multiple screw models. The spine anatomy data was set to be static (selectable setting off), and the screws to be movable. The steps to prepare the scene:
1. Start 3D Slicer. Make sure the SlicerVR extension is installed in the Extension Manager.
2. Load spine CT using the DICOM module or drag&drop.
3. Prepare spine visualization. There are two ways for this.
   a. Segment the vertebrae to provide surface mesh visualization. It can be done in the Segment Editor module. The vertebrae will be hollow, and rendering will be faster. Tutorial is available onlinea.
   b. Use the Volume Rendering module to perform real-time 3D rendering of the CT. A CT transfer function needs to be selected and adjusted. It takes more resources than displaying surfaces, but rendering will provide more anatomic detail.
4. Disable VR interactions for the spine in the Data module. Right-click on the segmentation (if 2/a was chosen) or the CT (otherwise) and select Toggle selectable.
5. Load screw model file (e.g. STL) by drag&drop.
6. Replicate as many screws as necessary for planning. Right-click the screw model in the Data module and select Clone as many times as needed.
7. Start VR by clicking the Show scene in virtual reality button on the toolbar.

The screws were initially placed near the spine, occupying the same location, serving as a sort of quiver from which the user can take the next screw. The workflow was as follows:
1. Take a screw from the stack of screws and move it closer to the area of the next insertion.
2. Adjust view using the pinch 3D operation to focus on the insertion area (shift and magnify).
3. Perform initial insertion of the screw.
4. Move the head back and forth, thus “looking into” the spine along the path of the screw. Make small adjustments on the placement as needed (see Fig. 2).
5. Zoom out and start next placement with step 1.

B. Visualization of cardiac tomographic and echocardiographic images

As medical imaging techniques become more complex, the image data gets more difficult to interpret using traditional visualization methods. Moving 3D cardiac image data is such a complex image modality, for which VR is expected to provide a more efficient and intuitive method of exploration [39]. 3D Slicer provides functions to import the DICOM 3DE format and manage the time series in a sequence. The beating heart can thus be visualized in virtual reality through volume rendering. Perception of depth in the noisy ultrasound data is enhanced by coloring the data from yellow to blue with increased depth.

C. Brachytherapy catheter identification

Besides data that is complex by nature (i.e. dimensionality,
technique where the radiation is provided by radioactive seeds that are inserted inside the body. High dose rate brachytherapy involves implanted catheters in which a highly radioactive seed moves in and out. Planning of the seed dwelling points is only possible after identifying the inserted catheters.

The catheters, however, are often difficult to follow due to their high number and proximity, and also the fact that they may cross each other (see Fig. 4). Virtual reality’s stereoscopic visualization provides an environment that aids in following the catheters. Looking at the catheters in a real 3D view with the ability to naturally change the point of view and applying basic assumptions (e.g. the catheters do not take sharp turns) enables the operator to effectively label the catheters.

D. Collaborative surgery planning

Remote virtual collaboration in medicine is an interesting and relatively unexplored aspect of virtual reality [47]. Early implementations of such systems [48][49] show promising results. However, at present there is no open-source software system to allow setting up arbitrary medical scenarios for virtual collaboration.

SlicerVR, as described in sections 2/D and 2/E, is capable of synchronizing the virtual scene running in different 3D Slicer instances, thus producing a collaborative experience. In our experiment, we chose the use case of brain surgery planning, in which two users explore a patient’s brain imaging data and discuss the best surgical approach (Fig. 5). The data consisted of two MRI images: a T1-weighted image showing the anatomy, and a diffusion tensor image containing information about the nerve tracts. The anatomical image was visualized via volume rendering, and the diffusion image served as input for tractography analysis using the SlicerDMRI extension [34]. The tractography analysis generated a set of nerve tracts likely passing through a point of interest, visualized as surface models of the calculated tracts. The point of interest was defined by the tip of a needle, the position of which was also shared in the collaborative scene.

When either participant moved the needle using a VR controller (as described in section 2/C), the tractography analysis was executed in real-time, and the tracts passing the needle tip were visualized for both participants. Thus, they were able to discuss the surgical approach based on what brain functions were connected to a certain point in the brain. The avatars were useful in various ways. The hand models used in this scenario had their index fingers extended so that they can be used as pointers, and the participants could use the hands to direct attention. The head avatars, on the other hand, were useful for one participant to know from what perspective and magnification the other person saw the scene, thus being able to tell whether they can see the object of discussion. In our setup, we used a generic video conferencing software for voice communication.

E. Needle insertion training

Performing interventions requires a set of special skills that may only be acquired through practice, such as hand-eye coordination and spatial awareness. Traditionally, medical students and residents had access to a few rounds of practice on cadavers before having to continue practicing on the patients themselves. In the past few decades, various simulators appeared on the market, both physical and virtual.

Needle insertion is a type of intervention that is quite commonplace in today’s clinic: biopsies, catheterizations, drug injections, etc. Many of the more difficult needle insertions happen under ultrasound guidance, which, in addition to the generic skills (i.e. knowledge of local anatomy, steps of the procedure, risks and emergency techniques), requires the ability to interpret the live ultrasound image and the motor skills for simultaneously manipulating the needle and the ultrasound probe. The 3D Slicer ecosystem offers a wide variety of tools that can help create training scenarios for needle insertions.

The SlicerIGT extension for image-guided procedures [32], along with the PLUS ultrasound research toolkit [50] that offers hardware abstraction for image acquisition and position devices, provides software support to connect to image guidance systems and visualize, record, and manage the data stream. The PerkTutor extension [51] allows analyzing the recording of the practice session and calculating metrics that allow quantitative evaluation of the trainee’s skills.

F. Personalized patient education

The main purpose of personalized patient education is to support the emotional and physical needs of patients, while providing them sufficient information to understand their health status, or to make a decision about their treatment. The use of patient-specific virtual reality visualizations allows presenting the medical information in an easier to understand manner than in verbal form or through drawings or 2D images, allowing the patients undergoing a procedure reduce anxiety or make a better educated decision. Such personalized visualizations are also called “digital twin” applications.

By leveraging the interoperability and visualization features of 3D Slicer, the patient’s personal medical data can be presented in a way that for the patient it is easy to interpret, and for the clinician it is easy to walk the patient through what they see. The one-button virtual reality access provided by SlicerVR allows seamless switching to the fully 3D environment, providing the patient with an immersive experiment while
looking at their own anatomy.

IV. Discussion

The presented method is a software toolkit providing seamless but comprehensive virtual reality capabilities to the 3D Slicer medical software platform. The main outcome of this work is – rather than offering a solution to a specific problem – the engineering contribution that makes it possible for other people to use VR in a wide range of medical scenarios on a button click. Given the documented need to offer virtual reality functions to address medical problems, as presented in the introduction, we created a free, open-source tool that opens the way for other translational researchers to introduce VR to specific clinical or educational situations.

Rather than implementing problem-specific VR visualization contexts, in which certain generic geometrical objects are provided with functions that can be interpreted in their medical situation, SlicerVR adds virtual reality features to a mature software platform that has been created to manage, visualize, and quantify medical objects. We can illustrate this difference through the example use case of pedicle screw insertion described in section III/A. In a generic VR development platform, the pedicle screws can only be represented as screw shaped static objects, with minimal flexibility to experiment with the medical context of interaction. This limitation can be overcome for example, by adding the necessary software code for import/export of treatment plans, and the result metrics could be computed later in a spreadsheet. SlicerVR, however, can manage the treatment plan as such, importing and exporting it in a way that is directly compatible with the clinical navigation system. Then, in the quantitative analysis of the planning or navigation step SlicerVR directly reports the total motion a pedicle screw with respect to the vertebra. Thus, the greatest advantage of using SlicerVR is that it relieves the medical application developer from the tedious implementation work that connects the VR interaction on a geometrical object with a medical object.

In order to extend the number of supported use cases and improve user-friendliness, several features will be added in the future. The virtual widgets described in section 2/C need to be integrated in SlicerVR, with the currently implemented Home, Data, and Segment Editor widgets, with additional widgets such as volume rendering settings, landmark registration, or sequence management (to play, pause recording, etc.). Interaction with objects can be further improved by adding the possibility of two-handed object manipulation, since sometimes it is needed to change the size of objects in addition to their pose.

Currently there is no quick and intuitive way for the users to orient themselves. Although it is possible to set the camera from the desktop view, there is no “I’m lost” function, a feature that has been requested by the community. This could be implemented as a quick-reset function, which makes the user jump to a position to see the entire loaded dataset from a reasonable distance.

Another difficulty related to self-orientation is judging distances. Despite the stereoscopic vision, it is very difficult to decide whether the viewer is far from large objects, or close to small objects. This may be a problem when using the pinch 3D function, because the user may change the magnification of the scene in a way that the objects become very large and the user very far. Since flying speed remains constant, it may seem that the fly function does not work. Providing a floor that has a finite and constant size could help. Since there is no information of the actual floor that was present when acquiring the data, the virtual floor needs to be placed based on assumptions. A safe assumption is that the floor is to the inferior direction from the medical data, as defined by their coordinate systems. The floor may show a grid to illustrate distances and may be semi-transparent so that any object that passes it remains visible.

One more feature that may help navigation is a “turntable” type rotation around the scene, since often it is useful to be able to walk around the objects. This could be implemented quite simply, by finding the inferior-superior middle axis of the bounding box of the visible scene, and make the cameras move along this axis.

Many of the latest VR devices are equipped with video cameras, mainly for self-tracking. Merged reality is a technique that uses such VR hardware devices in an augmented setting, by capturing the wearer’s surroundings and projecting them onto the virtual scene. It is a quite promising intra-operative modality due to the benefit of direct visual access to the surgical site [52][53]. It is conceivable that with the decrease of latency thanks to rapid technical advancements, merged reality approaches will appear in the future for intra-operative guidance as well. Thus, supporting merged reality in SlicerVR could open the way for a wide range of novel applications in interventionals navigation in an affordable way. By projecting this stereoscopic video feed in the background of the virtual scene, the user would be able to see the real world, augmented with projected information such as planned needle trajectory or segmented target. Proof of concept work has been carried out in this topic using SlicerVR. Its integration in the toolkit is expected to be carried out in the near future.

V. Conclusion

This article describes an open-source virtual reality toolkit fully integrated in one of the most widely used medical image visualization and analysis software platforms. The importance of the high connectivity to a medical platform lies in the possibility of single-click launch of virtual reality from any diagnostic, planning, training, or navigation scenario, and the access to the multitude of medical applications already supported by the platform. We expect that by having added VR support to a huge set of established medical functions, development will move away from adding such features to generic VR platforms, thus fostering innovation by enabling rapid prototyping of medical virtual reality applications.
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