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Augmented reality (AR) is used in neurosurgery to visualize lesions and plan procedures pre-operatively and intra-operatively, though its use has 

not been widely adopted in simulation-based neurosurgical training for the same tasks. This work defines metrics to determine performance in drill 

position and angle identification for neurosurgical training. The metrics were validated intra-operatively and in a simulated training environment, 

demonstrating that trainees identify drill position and angle faster and more accurately with AR compared to standard techniques. Training using 

AR and the proposed metrics stands to add value to neurosurgical curricula development. 
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1. Introduction 

Neurosurgery encompasses a variety of different procedures, all 
of which vary in their use of intra-operative imaging in current 
clinical practice. Brain tumor biopsies, subdural hemorrhage 
evacuations, ventriculostomies, and many other procedures 
attain intracranial access through what is called a burr hole. In 
procedures where the target is easily distinguishable in the 
patient’s imaging, neurosurgeons begin by planning and 
identifying the optimal trajectory. The created plan for creating 
a neurosurgical burr hole encompasses two aspects; the entry 
point and the entry trajectory. The entry point is where the burr 
hole will be placed on the patient’s skull. The entry trajectory is 
the angle at which the burr hole will be drilled – this is 
effectively the direction in which they will enter the skull from 
the planned entry point. It is critical that the entry point and entry 
trajectory are safe and effective for the given procedure – all the 
while avoiding critical structures in the patient’s brain to reduce 
the risk of any post-operative complications. Ensuring that a 
safe and effective plan is determined prior to surgery is 
paramount to patient survival and surgical outcomes as each 
procedure is different and requires a specific approach to ensure 
satisfactory treatment.1 Furthermore, this plan should be chosen 
in such a way that it also minimizes the size of the skull opening 
– ideally through the use of a burr hole craniostomy. Burr hole 
craniostomies have the best cure to complication ratio, are 
considered the safest and most effective when compared to twist 
drill craniostomy or craniotomy.1 Additionally, minimizing the 
size of the skull opening can aid in providing a cosmetically 
good outcome for the patient. The ability to effectively and 
correctly plan and identify the optimal drill location and drill 
angle of a burr hole for a given procedure is a fundamental 

element of a neurosurgeon’s skillset and a core piece of 
neurosurgical training curricula. 

If the target anatomy is clearly enhanced in the patient’s 
imaging, the principal challenge for a neurosurgeon is to 
mentally transfer their planned drill path from what they can see 
in the patient’s images to the physical patient. As such, some 
procedures have become increasingly reliant on the use of 
medical imaging as a tool for determining pre-operative plans 
and intra-operative guidance. In some cases, neuronavigation 
systems can help to determine drill location and drill angle.2 
However, these methods still rely on a surgeon's ability to 
interpret, reconstruct and visualize two-dimensional (2D) 
medical images into three dimensions (3D).3–6 These tasks rely 
heavily on surgical knowledge, experience, and spatial 
reasoning skills. 

Currently, neurosurgical trainees learn these planning and 
spatial reasoning skills through apprenticeship inside and 
outside of the operating room for approximately 6-8 years after 
completing medical school. Much of this training is complex, 
hands-on, and leaves trainees able to acquire fundamental skills 
only when specific procedures occur in a clinical context. 

Of late, medical education has begun moving towards the 
model of competency-based medical education (CBME). 
CBME allows trainees to progress through given curricula at 
their own pace, and to proceed past the current curriculum once 
they have demonstrated competency in specific, objective 
benchmarks and metrics.7 The CBME model ensures that 
trainees who have not reached competency cannot provide care 
without supervision in a clinical setting and during their 
interactions with patients. 

One of the challenges associated with CBME is the need for 
ongoing tracking of an individual’s learning curve through 



Z. Baum et al. 
 

2 

objective measures as they progress towards competency.8 
Recently, to ensure compliance with CBME, there has been a 
shift towards methods for quantitative assessment of skills, 
often using external position tracking, as this does not require 
direct expert supervision.9 In the specific case of neurosurgical 
applications, in addition to the difficulties in tracking progress, 
there is a lack of demonstrated neurosurgical performance 
metrics for planning which translate to successful patient and 
surgical outcomes and are usable for providing trainees with 
meaningful feedback.9-10 This leaves trainees unable to 
independently train or develop core skills such as planning and 
identifying optimal drill locations and drill angles on simulated 
or real patients. As such, a neurosurgical curriculum which 
follows the CBME model may prove important for the training 
and skill development of future neurosurgical trainees. Practice 
with simulation-based training platforms in other surgical 
specialties has been heralded as an effective learning strategy 
and has been thought to be the next step for neurosurgical 
training curricula.10-11 

Augmented reality (AR) is a combination of visualization 
and imaging technologies which superimpose data and images 
into the real world, eliminating the need to mentally reconstruct 
or project images onto patients. AR images can be coupled with 
other real-time data sources such as cameras,5 endoscopes,5 
fluoroscopes,5 operating microscopes,12 or even displayed over 
a movable tablet computer in various neurosurgical contexts.13 
AR is already being used in neurosurgery to aid in the 
visualization of intra-cortical lesions,12-14 hemorrhages,15 and 
hydrocephalus.5,16 Additionally, when manifested in the form of 
head-mounted displays (HMD), AR has shown to be beneficial 
for surgical planning and visualizations.5,17–20 AR HMD are well 
positioned to address these problems given their ability to 
display three-dimensional (3D) anatomical models, imaging, 
and surgical data aligned with the patient and in the user’s view.  

The Microsoft HoloLens (Microsoft Corp., Redmond, 
Washington, USA) is a cost-effective, light-weight mixed 
reality platform that is considered the highest performing 
commercially available AR HMD platform based on its 
capabilities for contrast perception and frame rate as well as 
ergonomics,25-26  among multiple other factors.6,26 The HoloLens 
is a fully untethered holographic computer which combines 
various sensors such as accelerometers, infrared lasers, 
microphones and cameras into a wearable headset capable of 
generating 3D visualizations through a reflection on to the user’s 
retinas, all without impeding their view of the surrounding 
environment. As such, the HoloLens has been used to provide 
hands-free holographic visualizations in neurosurgical 
applications, 21–24 though it has not yet been fully utilized for 
demonstrating neurosurgical performance metrics which may 
translate to successful patient or surgical outcomes. 

Most AR systems, especially AR HMD systems such as the 
HoloLens, are in early stages of development and use compared 
to virtual reality (VR) systems – many of which have been 
shown to be capable of differentiating different levels of 
competence and skill in neurosurgery through proven 
curriculums.27-30 VR simulation-based training systems 
typically comprise of a simulated intra-operative environment 

which contain all the components a surgeon would encounter in 
the procedure with additional 3D and virtual visualizations that 
are specific to the procedure.29-30 These systems also include 
objective performance and outcome metrics,27-29 or black-box 
algorithms which produce a final score or grade for the user.30 
These metrics involve quantifying performance throughout the 
procedure, such as tissue removed, tool path length or duration 
of excessive force, and have less emphasis on measuring 
performance during the planning phase of the procedure.27-30 

At present, it seems clear that VR allows for simulated 
rehearsal of surgical procedures and to assess performance in 
doing so. Contrarily, AR is used for the visualization or 
projection of additional data to ensure a surgeon’s eyes are kept 
looking into the surgical field and typically does not allow for 
the reporting of performance metrics. However, AR HMD still 
has the potential to benefit and improve current surgical and 
neurosurgical practice. As prospective and clinical feasibility 
and application studies have been limited,10 AR has yet to see 
routine or wide-spread success as ideal applications have not yet 
been widely demonstrated in clinical use as much of the focus 
has instead been on the evaluation of core AR technologies and 
on phantom studies using AR.13-14,16-17,20-21,23,31 Therefore, 
whether its use may provide improved outcomes remains 
unclear,32 as studies to prove the effectiveness of AR in training 
and clinical scenarios are still needed.31 

Our work sought to determine relevant, valid, objective, and 
transparent performance metrics which are CBME compliant 
and are usable for differentiating between novices and experts 
in the planning process for neurosurgical procedures. 
Furthermore, we seek to use these metrics to determine whether 
the use of HMD AR adds practical value to teaching and 
planning of neurosurgical procedures. By comparing the use of 
AR HMD to standard practice in three common neurosurgical 
procedures that vary in their use of neuronavigation, the utility 
of AR HMD was assessed in trainees and surgeons to determine 
the role of expertise in this technology. Additionally, as many 
previous works have focused solely on implementation of an AR 
HMD system and not on determining the effectiveness of AR 
for training - we further assessed the effectiveness of AR as a 
tool for delivering training programs. This assessment serves as 
an aid for determining what components of AR make it a 
suitable platform for a neurosurgical training curriculum based 
on the experience that AR HMD provide users. 

This paper shows that AR HMD allows trainees to identify 
drill locations and drill angles more rapidly and with improved 
accuracy compared to standard techniques. Consequently, our 
aim was to examine the usefulness of AR HMD for visualizing 
neurosurgical lesions in clinical and simulated environments. 

2. Methodology 

In this work, we assess the effectiveness of AR HMD, namely 
the HoloLens, for neurosurgical planning and training. We 
present an intra-operative performance study to compare the 
benefit of AR for surgical planning to conventional methods for 
trainees and attending neurosurgeons. 
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Through this study, we aimed to determine the validity of 
our metrics for assessing trainee performance and attending 
neurosurgeon performance in localizing optimal drill location 
and drill angle using only 2D medical images or AR HMD 
technology capable of displayed 3D models. We experimentally 
evaluated if our metrics can differentiate between trainees and 
attending neurosurgeons in that same task. Additionally, we 
hoped to determine what type of participant stood to most 
benefit from AR HMD technologies for surgical planning.  

As trainees most benefitted from our intra-operative study, 
we next conducted a simulated training study. This study was 
completed to aid in guiding the development of a neurosurgical 
training curricula by not only assessing performance, but also 
user experience for this type of task in a simulated environment. 
In addition to 2D medical images and AR HMD, in this study 
we provided 3D visualizations to participants to closely emulate 
the current clinical standard of neuronavigation systems. Here, 
trainees demonstrated their ability to identify optimal drill 
location and drill angle in space using our AR application, as 
well as two other conventional visualization methods. In a 
simulated training environment, we prove that displaying 
optimal surgical plans significantly aids users in identifying 
optimal drill location and drill angle. 

2.1. System Design and Implementation 

We designed HoloQuickNav, an application usable for intra-
operative AR planning in neurosurgery procedures using the 
HoloLens. HoloQuickNav was developed using the cross-
platform Unity engine (version 2018.1.0f2) for augmented 
reality and virtual reality software. Multiple components 
from Microsoft’s open-source and cross-platform Mixed Reality 
Toolkit were incorporated in our application in order to 
accelerate development. All other remaining components and 
code were created specifically for HoloQuickNav. 

Rae et al. previously assessed and investigated the use of 
holographic models displayed on the HoloLens for localization 
of burr holes in craniostomy procedures.33 In these procedures, 
clinicians typically use a drill bit which is 4 mm in diameter, 
with the aim of successfully identifying the location of the drill 
entry point within a clinically acceptable range of 10 mm of the 
pre-planned target.33 HoloQuickNav was validated using a 
similar protocol to [33], wherein multiple novice (nnovice = 10) 
and expert (nexpert = 3) users completed multiple registrations 
(nregistration = 12 per participant) on male and female phantoms. 
Six registrations occurred on the male phantom, three of which 
were performed with hair and three of which were performed 
without. The registration protocol for the female phantom was 
identical. Novice users could register the models within the 
acceptable range 94% of the time, while experts were able to do 
so 97% of the time. Overall, registrations were accurate < 5 mm 
65% of the time when performed by an expert user.  

To navigate menus and register holographic images to the 
patient, an Xbox One Wireless Controller (Microsoft Corp., 
Redmond, Washington, USA) was used to aid in navigating 
through the application. A handheld controller was chosen for 
our system as previous work with voice commands and 

HoloLens ‘AirTap’ gestures did not provide enough usability in 
our application.33 

Anatomical models of a patient’s skin surface, brain, and 
intra-cortical lesion can be generated from magnetic resonance 
(MR) or computerized tomography (CT) imaging using 3D 
Slicer’s Segmentation module.34 Users are able to translate or 
rotate the holographic model interchangeably in each direction 
or about a chosen axis to register holographic models to the 
patient using surface features through a manual alignment 
process (Fig. 1). 

2.2. Intra-operative Target Localization Study 

The intra-operative planning and target localization study was 
conducted as a prospective cohort study. The study was 
approved by the Queen’s University Health Sciences and 
Affiliated Teaching Hospitals Research Ethics Board. 
Voluntary enrollment and signed consent were obtained prior to 
each procedure from patient subjects as well as from each 
attending neurosurgeon and trainee participant. Clinical 
feasibility of the HoloQuickNav system and software was tested 
in an operating room environment with human patients. This 

Fig. 1. The registration for the AR method with (a) a user translating 

models towards a phantom and (b) models aligned with the phantom. 
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work sought to assess whether the use of HoloQuickNav better 
informs surgeons and trainees when localizing optimal drill 
location and drill angle in neurosurgical procedures. 
Additionally, it sought to validate if the developed metrics were 
usable for differentiating between trainee and attending 
neurosurgeon performance in the localization of optimal drill 
location and drill angle. 

Medical students, general surgery residents and attending 
neurosurgeons were recruited from the Queen’s School of 
Medicine, Queen’s University General Surgery residency 
program and Kingston General Hospital Department of Surgery, 
respectively. Medical students and residents were considered 
trainees for this study. The medical students and residents (all 
were in postgraduate year 1 or 2) had limited previous exposure 
to surgical planning and limited previous experience in the task. 
Trainee and attending neurosurgeon outcomes were considered 
separately in the study as knowledge expectation in their 
neurosurgical planning experience differs. 

Fifteen cases which underwent intracranial surgical 
intervention for drainage of chronic subdural hemorrhage, brain 
tumor resection or insertion of external ventricular drain at 
Kingston General Hospital in 2018 were included in our study. 

Preoperative patient CT or MR images were used to provide 
the visualizations for surgical planning. All images and DICOM 
data were imported into a workstation with all identifying 
patient data previously removed. Patient images were reviewed 
by experienced technicians and attending neurosurgeons to 
provide expert opinion on the resulting image segmentations 
and holographic models which were displayed to the 
participants during the study. 

Each case had both the attending neurosurgeon and the 
trainee or trainees plan their procedure using a ‘2D method’ and 
an ‘AR method’ while in the operating room. The attending 
neurosurgeon would later complete the surgery using the 
available neuronavigation system or other standard protocols if 
guidance using the neuronavigation system was not possible. 
The 2D method has the participant denote the location of the 
lesion and the trajectory using a custom 3D-printed pointer tool, 
with only a series of 2D patient images available for reference. 
The AR method has the participant denote the location of the 
lesion and the trajectory, using the same pointer tool as in the 
2D method, while wearing a HoloLens running HoloQuickNav. 
The 2D method requires participants to use the preoperative 
patient CT or MR images, which they can browse through on 
the workstation available in the operating room. The AR method 
shows participants holographic models of the surface anatomy 
and intra-cortical lesion virtually floating over the patient. 

Prior to using the AR method for the first time in the 
operating room, participants were shown how to use the 
technology with a synthetic sample case using a mannequin 
head as a phantom. This case allowed them to learn how to 
interpret, manipulate and register the holographic models. 
During this sample case, it was explained to the trainees and 
attending neurosurgeons that they should report drill locations 
and drill angles which were the intended path of the catheter in 
subdural hemorrhages and hydrocephalus, or in the direction of 
the desired center of the craniotomy for a brain tumor.   

Once the patient was brought into the operating room, the 
patient was anesthetized and positioned for surgery. The trainee 
reviewed the patient’s CT or MR images and then used the 2D 
method to identify the lesion and trajectory. The reported 
trajectory was quantified by placing the pointer at the entry site 
for the subdural hemorrhage and hydrocephalus, or at the 
desired center of the craniotomy for brain tumors. The pointer 
was oriented along this desired trajectory and several coloured 
3D point clouds of the scene were acquired using the Intel 
RealSense D415 Depth Camera (Intel Corp., Santa Clara, 
California, USA) to determine the drill location and drill angle 
which were identified by the trainee. Next, the attending 
neurosurgeon used the 2D method to identify the lesion and 
trajectory. Point clouds of the scene were acquired to quantify 
the attending neurosurgeon’s planned drill location and drill 
angle using the 2D method.  

Holographic models were registered to the patient by an 
expert user (Fig. 2). The trainee then used the AR method to 
identify the lesion and trajectory. Point clouds were acquired of 
the trainee’s planned drill location and drill angle using the AR 
method (Fig. 3). Next, the attending neurosurgeon used the AR 
method to identify the lesion and trajectory. Point clouds were 
acquired of the attending neurosurgeon’s planned drill location 
and drill angle using the AR method. 

Lastly, the neuronavigation system was registered to the 
patient using the protocol required by the specific system used, 
which is typically a point-based registration, followed by a 
surface-based registration. The attending neurosurgeon used a 
frameless neuronavigation system, such as the actively tracked 
NAV3i (Stryker Corp., Kalamazoo, Michigan, USA) or the 
passively tracked Brain Lab VectorVision (Brainlab, Munich, 
Germany) – both of which are capable of accuracy < 1.5 mm in 
practice.35 The neuronavigation systems were then used to 
identify an optimal drill location and drill angle. Point clouds 
are acquired of the attending neurosurgeon’s planned drill 

Fig. 2. Neurosurgeon using the Xbox One Wireless Controller while 

wearing the HoloLens to register the models to a patient. 
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location and drill angle using the standard neuronavigation 
system. This drill location and angle was used as the clinical 
gold-standard. In two procedures, the neuronavigation system 
was not used for the surgery. In one procedure, this was due to 
poor quality of preoperative imaging. In the other procedure, the 
neuronavigation system was deemed not necessary given the 
limited complexity of the procedure. In these instances, the 
attending neurosurgeon’s drill location and drill angle planned 
using the 2D method was defined as the gold-standard as this 
trajectory would be used later, during the procedure. 

The point clouds containing each denoted drill location and 
drill angle from each trainee and attending neurosurgeon, as 
well as the clinical gold-standard were processed using 
MeshLab (ISTI-CNR Research Center, Pisa, Italy), a 3D mesh 
processing software system for processing, editing and cleaning 
large unstructured meshes. Each of the point clouds had any 
non-essential points removed (i.e. additional people, walls, 
equipment which were not required for determining the pointer 
location on the patient) and were subsequently converted to 
meshes to allow for simpler registration within MeshLab. Once 
all captured 3D point clouds had been converted into a mesh and 
had been filtered appropriately, each mesh was registered to the 
mesh containing the surgical gold-standard using MeshLab’s 

Align tool (Fig 4). This alignment was performed using only the 
facial features in the mesh; any surgical equipment, the pointer 
tool, or participant hands were excluded. All roughly aligned 
meshes were then further aligned using Meshlab’s automatic 
alignment process. The average error reported by Meshlab was 
under 0.1 mm for all sets of meshes. The patient’s skin surface 
model was then aligned to the meshes so that the pointer-tip and 
the end of the pointer shaft could be annotated relative to the 
skin surface. A single vertex of the mesh which was closest to 
the pointer-tip – corresponding to a point on the patient’s skin 
surface model – and the end of the pointer shaft were manually 
selected by inspection of each individual mesh. These models 
and annotations were exported from MeshLab into 3D Slicer, 
where all results were computed. 

Each denoted pointer-tip location and the angle resulting 
from the vector formed from the pointer-tip and the end of the 
pointer shaft were then compared to the pointer-tip location and 
the angle resulting from the vector formed by the pointer-tip and 
the end of the pointer shaft as in the clinical gold-standard. The 
comparison was based on four metrics, where two of the metrics 
measured distances and two measured angles (Fig. 5). Our four 
metrics - i) drill-tip distance, ii) distance to lesion, iii) drill angle 
error, and iv) angle to lesion - were computed based on the 
geometric properties of the trajectory from each trainee and 
attending neurosurgeon, and not based on their clinical 
feasibility or likelihood for surgical success. This was done as 

Fig. 5. 3D models shown in 3D Slicer of surface anatomy, brain, intra-

cortical lesion, and user defined trajectories from one localization task 

in the simulated study. The black point shows the lesion center of 

mass; the green line shows the gold-standard access point and 

trajectory; the red line shows the participant’s access point and 

trajectory; the yellow line shows the trajectory from the participant’s 

access point to lesion’s center; the blue line shows the drill-tip 

distance; the white line shows the distance to lesion; the purple arc 

shows the drill angle error; the orange arc shows the angle to lesion. 

Fig. 3. Trainee (right) using the HoloLens to indicate the drill location 

and drill angle as a 3D point cloud of the scene is acquired using the 

Intel RealSense D415 Depth Camera (left). 

Fig. 4. Aligned 3D point clouds shown in MeshLab. The patient’s face 

and identifying features, though relevant for alignment process are 

blurred in the image. 
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we sought to assess how trainees performed and selected 
trajectories compared to the clinical gold-standard at the time of 
the procedure. 

The drill-tip distance, shown in Eq. (1), measures the 
distance between participant drill-tip location and clinical gold-
standard drill-tip location. Drill-tip distance was computed as 
the Euclidean distance between point A, the participant’s 
pointer-tip location, and point B, the clinical gold-standard drill-
tip location.  

 √(𝐴𝑥 − 𝐵𝑥)
2 + (𝐴𝑦 − 𝐵𝑦)

2
+ (𝐴𝑧 − 𝐵𝑧)

2 (1) 

The distance to lesion, shown in Eq. (2), measures the 
distance that the participant’s trajectory was from intersecting 
the center of the lesion. Distance to lesion was computed as the 
closest distance between a line and a point. The line used was 
defined by point X, the participant’s pointer-tip location, and 
point Y, the end of the pointer shaft. Point Z was defined as the 
center of the lesion determined by the clinical gold-standard.  

 
|(𝑌 − 𝑋) × (𝑋 − 𝑍)|

|𝑌 − 𝑋|
 (2) 

The drill angle error, shown in Eq. (3), is measured as the 
angular error in the participant’s trajectory relative to the clinical 
gold-standard. Drill angle error was computed as the angle 
between the vector P, defined by the participant’s pointer-tip 
location and the end of the pointer shaft, and the vector Q, 
defined by the clinical gold-standard drill-tip location and the 
center of the lesion given by the clinical gold-standard. 

 cos−1 (
�⃗� ∙ �⃗� 

‖�⃗� ‖‖�⃗� ‖
) (3) 

The angle to lesion is measured as the angular error if the 
participant’s pointer-tip was assumed to be optimal, in the 
participant’s trajectory relative to the center of the lesion given 
by the clinical gold-standard. Angle to lesion was computed 
through the same method as drill angle error, using Eq. (3), 
where the resultant angle was between the vector A, defined by 
the participant’s pointer-tip location and the end of the pointer 
shaft, and the vector B, defined by the participant’s pointer-tip 
location and the center of the lesion given by the clinical gold-
standard. 

Completion time was not measured in this study. Though 
efficiency will be relevant for a fully-fledged training 
curriculum, it was not relevant in this study wherein we sought 
to determine if AR was suitable for creating a teaching platform 
and if the drill location performance metrics could be 
differentiated between trainees and attending neurosurgeons. 

2.3. Simulated Target Localization Study 

To assess the effectiveness of HoloQuickNav for training how 
to plan an optimal drill location and drill angle identification, we 
conducted a simulated patient study to assess the performance 
and effectiveness of our software compared to other 
conventional medical image visualization methods for 
delivering a suitable platform for neurosurgical training.  

Seven medical student trainees were recruited to localize 
drill locations and drill angles on a phantom using three different 
visualization methods. All medical students had little or no prior 
simulated or clinical surgical experience. 

The three visualization methods consisted of a computer 
display with 2D CT or MR images (2D method) (Fig. 6a), a 
computer display with 2D CT or MR images and a 3D 
visualization of the simulated patient’s skin surface, brain, and 
intra-cortical lesion (3D method) (Fig. 6b), and a 3D 
holographic visualization of the simulated patient’s skin surface, 
brain, and intra-cortical lesion shown on a HoloLens running 
HoloQuickNav (AR method) (Fig. 6c). The 3D method was 
additionally introduced in this study as it most closely resembles 
the visualizations given on neuronavigation systems that are 
used in clinical practice. Each visualization displayed an 
annotated surgical path, defined by an attending neurosurgeon, 
to be localized by the participants during the study. In the 2D 
images, the annotated surgical path was indicated by a red line 
shown on the images. In the 3D view and holographic 
visualizations, the surgical path was indicated by a model of a 
red cylinder.  

An optical tool tracking setup was implemented using a 
series of four OptiTrack Prime 17W cameras (NaturalPoint Inc., 

Fig. 6. Views of the visualizations provided to the user in our 

simulated patient study while using (a) the 2D method, (b) the 3D 

method, and (c) the AR method in one of the image series used in the 

study. Slice orientations for the visualizations are given in (a); images 

in (b) are presented in the same orientations. 

Axial 

Plane 
Sagittal 

Plane 
Coronal 

Plane 
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Corvallis, Oregon, USA) to record the drill locations and drill 
angles during each trial. The OptiTrack system was used here as 
it simplified the experimental workflow and eliminated the need 
for any mesh alignments. Additionally, there were no 
restrictions on equipment which could be used in the simulated 
environment – unlike the previous study which occurred in an 
intra-operative environment. A series of optical tracking 
markers were affixed to the simulated patient and pointer tool to 
capture participant localizations. The PLUS Server Application 
software interface for hardware components was used to acquire 
and send tracking data to 3D Slicer via the OpenIGTLink 
network protocol.36-37 Within 3D Slicer, all pose information 
was recorded using the Sequence Browser module within the 
Sequences extension.38 

Participants were assigned a set of 14 image series; each of 
which represented a specific and different optimal trajectory are 
each of which were used with only one of the three visualization 
methods. All trials were completed in a random order. The 
images and associated models from each image series were 
deformably registered by the author conducting the study to a 
CT image series of the mannequin head prior to the study. This 
mannequin head was used as a phantom for the study to ensure 
that the patient images properly aligned with the phantom when 
participants were viewing the images on the computer screen or 
on the HoloLens. Participants were able to browse through the 
images and models displayed in the various visualization 
methods. Additionally, participants were timed and given a 
target time to complete each target localization of two minutes. 
They were not stopped if they had not completed the task within 
two minutes. In each trial, participants localized the drill 
location and drill angle to the best of their ability based on the 
information shown on the computer display or on the HoloLens 
using the optically tracked pointer tool. 

Denoted drill locations and drill angles were compared to 
that which was defined by an attending neurosurgeon prior to 
the study. The comparison was based on the same metrics as in 
the previous study, with the addition of completion time to 
provide a sense of time pressure between the different 
visualization tasks for the participants. Following the study, 
participants answered a subjective multidimensional 
questionnaire to assess the workload and effectiveness of the 
2D, 3D, and AR methods. This questionnaire was based on the 
NASA Task Load Index, a subjective and multidimensional 
assessment tool that rates the perceived workload for assessing 
a task’s effectiveness.39 

3. Results and Discussion 

All statistical testing was calculated, and subsequent results 

were obtained using the MATLAB Statistics and Machine 

Learning Toolbox (The MathWorks Inc., Natick, 

Massachusetts, USA). 

3.1. Intra-operative Target Localization Study 

Differences between metrics from 2D and AR methods for 
trainees and attending neurosurgeons, as well as differences 
between trainees and attending neurosurgeon performance when 

using 2D and AR methods were tested using a two-tailed Mann-
Whitney U test, where (α = 0.05). Results for each metric are 
presented as median [minimum–maximum]. P-values are only 
given for significant results. Trainee (n = 15) and attending 
neurosurgeon (n = 15) performance between methods are 
summarized in Table 1 and performance between participant 
experience level are summarized in Table 2. 

The intra-operative study provides a proof of concept that 
the HoloLens and HoloQuickNav may have the potential to be 
used for identifying optimal drill locations and drill angles in 
neurosurgical procedures. While changes in performance were 
observed in the trainee group, only one of four of these 
differences were statistically significant. There were measurable 
changes between the neurosurgeon group as well, however, 
these changes were smaller in magnitude and not statistically 
significant. As such, while the HoloLens may provide 
neurosurgeons with enhanced visualizations of patient anatomy 
and potentially reduce the level of difficulty in determining the 
optimal drill location and drill angle to place a burr hole for a 
given procedure, our results show that it does not significantly 

Table 2. Trainee and attending neurosurgeon performance 

comparison. 

 Metric Trainee 
Attending 

Neurosurgeon 
p 

2
D

 M
et

h
o

d
 Drill-tip distance [mm] * 27 [13–68] 12 [5–28] 0.001 

Distance to lesion [mm] 19 [5–49] 11 [4–20]  

Drill angle error [°] 29 [9–84] 20 [3–28]  

Angle to lesion [°] * 24 [4–67] 11 [5–27] 0.009 

A
R

 M
et

h
o
d
 Drill-tip distance [mm] * 20 [2–44] 9 [4–21] 0.011 

Distance to lesion [mm] 9 [1–43] 8 [3–20]  

Drill angle error [°] * 31 [11–57] 16 [2–35] 0.032 

Angle to lesion [°] 13 [1–53] 11 [3–36]  

* Indicates significance between trainee and attending neurosurgeon 

metrics for a given planning method. 

 

Table 1. 2D and AR method performance comparison. 

 Metric 2D Method AR Method p 

T
ra

in
ee

 

Drill-tip distance [mm] 27 [13–68] 20 [2–44]  

Distance to lesion [mm] 19 [5–49] 9 [1–43]  

Drill angle error [°] 29 [9–84] 31 [11–57]  

Angle to lesion [°] * 24 [4–67] 13 [1–53] 0.03 

A
tt

en
d

in
g
 

N
eu

ro
su

rg
e

o
n

  

Drill-tip distance [mm] 12 [5–28] 9 [4–21]  

Distance to lesion [mm] 11 [4–20] 8 [3–20]  

Drill angle error [°] 20 [3–28] 16 [2–35]  

Angle to lesion [°] 11 [5–27] 11 [3–36]  

* Indicates significance between 2D and AR metrics in a participant 

group. 
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affect their ability to form a surgical plan when compared to 
conventional methods.  

Significant changes in performance are observed between 
trainees and attending neurosurgeons when using the same 
planning method, with two of four differences in metrics being 
statistically significant for both the 2D and AR methods. 
However, the differences between metrics which describe a 
participant’s ability to be closer to the internal target (distance 
to lesion and angle to lesion) are not statistically significant. 
Upon further inspection of the performance of the attending 
neurosurgeons compared to the trainee performance, it seems 
that the trainees can perform similarly well, on average, when 
using the AR method. These results indicate that the HMD AR 
system allows the trainees to select a drill angle which gets them 
sufficiently near to the lesion center, but that their chosen drill 
location is just not optimal. As such, the trainees appear to be 
able to perform at a higher level intra-operatively using this 
technology but will need ongoing practice – likely in a 
proficiency-based curriculum – to achieve the level of expertise 
of an attending surgeon. 

CBME compliant metrics must be relevant, valid, objective 
and transparent. From our study, it also is clear that our metrics 
are relevant. Creating a burr hole in any our target procedures is 
a key task wherein the learning objectives involve selecting the 
proper location of the drill site on the skull, and the key 
performance metrics require a burr hole placed in the acceptable 
region and an appropriate perforation angle at the surface.40 The 
proposed metrics are valid, as they can differentiate between 
trainees and attending neurosurgeon skill levels, as seen in Table 
2. The proposed metrics are objective, as they are computed 
directly from the geometric properties of the user’s drill location 
and drill angle localization with respect to the optimal. As such, 
the reported metric is not influenced by the preceptor and relies 
solely on the user’s ability Additionally, the metrics are 
transparent as they are simple to interpret geometrically and the 
concept surrounding the choice of metric and its calculation is 
clear. However, our defined metrics cannot measure surgical 
outcomes and have no defined threshold for determining 
success. Though they appear clinically relevant, it is not clear if 
the improvements in performance observed while using the 
HoloLens has any effect on the success of the procedure or to 
patient outcome. 

Through the period in which the study was conducted, 19 
cases met our study’s inclusion criteria and were available for 
patient enrolment. Fifteen cases were attended, in the remaining 
four cases; one patient did not consent to participate, one case 
could not be completed due to technical problems with the 
HoloLens, and two cases could not be completed due to the 
absence of research personnel. As such, cases were not selected 
based on perceived difficulty or potential results. However, 
additional cases are required to determine whether experts can 
benefit from this technology by adapting it to their routine, or if 
it can only help less experienced operators in achieving better 
accuracy at an early phase of their learning curve. 

3.2. Simulated Target Localization Study 

A summary of participant (n = 7) metrics from target 
localizations (n = 14 per participant) using the 2D, 3D and AR 
methods are presented in Table 3. Results are presented as 
median [minimum–maximum]. 

Differences between metrics from different visualization 
methods were tested using the Mann-Whitney U test, using 
Bonferroni correction for multiple tests (α = 0.01). Resulting p-
values from each statistical test are presented in Table 4. 

Participants localized a drill location and drill angle. 
Participants localized these on the correct side of the phantom’s 
head in 67% of tasks using the 2D method, 97% of tasks using 
the 3D method, and 100% of tasks using the AR method. 
Furthermore, participants localized the drill location and drill 
angle within the target time of two minutes in 55% of tasks using 
the 2D method, 88% of tasks using the 3D method, and 97% of 
tasks using the AR method. These values are particularly 
encouraging when looking not only at the skill of drill location 
and drill angle localization but at one which is even more 
fundamental; that of correctly interpreting the orientation of a 
series of CT or MRI images. As only 67% of the trials completed 
using the 2D Method saw the participant localize a trajectory on 
the correct side of the phantom, it stands that several of the 
medical students who were recruited as participants lack this 
fundamental skill. However, when given access to the imaging 
alongside 3D or AR visualizations, this increased to 97% and 
100% respectively.  

The simulated study demonstrated significant improvements 
in performance when users completed their drill location and 

Table 3. 2D, 3D, and AR method performance summary. 

Metric 2D Method 3D Method AR Method 

Drill-tip distance [mm] 40 [8–156] 19 [3–171] 13 [2–26] 

Distance to lesion [mm] 23 [5–80] 15 [1–58] 13 [1–23] 

Drill angle error [°] 32 [2–173] 19 [1–151] 8 [1–19] 

Angle to lesion [°] 25 [8–75] 23 [1–106] 15 [2–55] 

Completion time [s] 134 [41–225] 76 [17–171] 43 [15–126] 

 

Table 4. Pairwise performance comparison of 2D, 3D,  

and AR method target localization metrics. 

Metric 2D v. 3D 2D v. AR 3D v. AR 

Drill-tip distance 0.003* < 0.001* 0.008* 

Distance to lesion 0.007* < 0.001* 0.047 

Drill angle error 0.004* < 0.001* < 0.001* 

Angle to lesion 0.57 < 0.001* 0.034 

Completion time < 0.001* < 0.001* < 0.001* 

* Indicates significance at the Bonferroni corrected alpha value. 
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drill angle localizations using the 3D and AR methods when 
compared to traditional 2D methods. This result follows the 
literature wherein 3D and AR visualizations better facilitate and 
provide benefits to a user’s perception of spatial relations 
between images or models on a screen and real-world objects, 
such as patients or phantoms.18 Additionally, our study 
demonstrated significant improvements over the 3D method 
when using the AR method, most saliently with a reduction in 
the mean completion time of over 40% between the two 
methods. This illustrates the potential impact of augmented 
environments and AR technology for increasing the efficiency 
and effectiveness of surgical training in simulated environments 
rather than as a benefit to those with more experience, such as 
attending neurosurgeons. 

The holographic instability, defined as the drift or variability 
in the position of the holographic images and models as the user 
moves their position in space or changes the direction in which 
they are observing the scene, produced by the HoloLens as the 
user moves has been estimated to be approximately 5 mm.41 It 
is of note that the median drill-tip distance to the preplanned drill 
location for trainees in a simulated training environment (13 
mm) and clinical setting (20 mm) were higher than the estimated 
holographic instability, even when the variability and 
registration error are combined. This reveals that participants 
were not able to mitigate the holographic instability. While it is 
valuable to see that some trainees were able to localize the 
access points within the range of the variability and registration 
error, at present this error is still too high for clinical use. The 
holographic variability, registration processes, and training that 
accompany this technology must be improved before use for 
decision making on patients can begin. However, given the 
HoloLens’s ability to provide direct 2D and 3D visualizations in 
the operative field, this type of technology may prove beneficial 
for simulation and training of medical students and surgical 
residents in simulated and clinical settings. As such, the 
HoloLens and related AR HMD technologies may hold potential 
for training and simulation-based education or planning of 
neurosurgical procedures and should continue to be 
explored.19,42-43 It is of need to assess whether or not trainees are 
more capable after being trained with AR technologies than 
without it – or with other training methods. Furthermore, it 
stands to be assessed if skills acquired by trainees using AR in 
simulated environments will extend to clinical settings when the 
additional pressures that are present in that environment become 
part of the overall scenario. 

A summary of responses to the post-study questionnaire are 
shown in Fig. 7. Responses showed that, on average, users felt 
the AR method was less mentally demanding, less hurried or 
rushed, more successful, and required users to work less hard 
than the 2D and 3D methods. The AR method was comparable 
to the 3D method in terms of how discouraged, irritated, stressed 
or annoyed it made the users. It was comparable to the 2D and 
3D methods in terms of how physically demanding the task was. 
These results illustrate that in addition to quantitatively allowing 
participants to perform better, they also underwent less mental 
work and were under less time pressure while performing at 
overall higher levels of performance. Using the AR method 

decreases cognitive load for trainees, especially when they are 
in the early stages of acquiring and refining their technical and 
surgical skills. The positive results from our questionnaire 
highlight the potential for this technology to be used in surgical 
applications or simulation-based approaches for teaching skills 
and building confidence in trainees. Lastly, a limitation of both 
the simulated and clinical studies involved recruitment of all 
participants from the same institution. Trainees were recruited 
from the Queen’s School of Medicine and Queen’s University 
General Surgery residency program and most had little or no 
prior experience with HMD AR technology or with surgical 
planning. Furthermore, many trainees in the simulated study had 
little to no experience in reading and interpreting medical 
images. To further demonstrate our results, future studies would 
be required at multiple institutions with participants of all skill 
levels. In the clinical feasibility study, our sample size is a 
further limitation. 

When compared to similar systems HoloQuickNav 
controller-based registration method proved to provide similar 
or improved registration accuracy,23,31,42-43. This work further 
provided a detailed, multidimensional and subjective analysis of 
the user experience and task load that AR HMD can deliver 
compared to other visualization methods when used for surgical 
planning or guidance – a detail often excluded in other studies 
involving the HoloLens, or in studies using other AR HMD 
devices for surgical planning and guidance.13-14,16-17,21,23,27-31,33 
Furthermore, the metrics developed in this work focus on the  
assessment of planning skills used prior to the procedure – 
something which several other systems do not quantify.27-30 

Fig. 7. Min-max-average assessment of post-study questionnaire 

responses. 
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Finally, the proposed system shows promise for use in a 
neurosurgical training curriculum.  

This technology may be used as a training platform which 
would allow trainees to have their improvements monitored 
relative to established performance benchmarks, using our 
established and demonstrated metrics for assessing proficiency 
in surgical planning, as they progress through a curriculum to 
aid them in planning and targeting neurosurgical procedures. 
However, for practical curriculum development, there are two 
changes that our platform would require. First, metrics must be 
computed from a gold-standard that is derived from a consensus 
of expert attending neurosurgeons. This will ensure that instead 
of needing to match exactly with the optimal trajectory defined 
by one attending neurosurgeon, at the time of the procedure, 
trainees will seek to ensure their trajectories fall into a 3D cone 
of consensus. This cone may be defined to ensure that all expert 
trajectories are encapsulated, or it may be defined as the mean 
of all expert trajectories with a tolerance of one standard 
deviation. In this sense, the essence of the metric is unchanged, 
but the computation and tolerance for success are modified. 
Secondly, determining the number and frequency of simulated 
training sessions required on the path to proficiency will be 
critical to ensuring that the developed curriculum gives trainees 
the ability to practice until they become competent. 

This technology may allow methods for providing objective 
and measurable feedback as our metrics are geometric in nature. 
This ensures that trainees can practice in such a way that it 
automatically allows trainees to practice their technical skills 
without expert supervision – an important component of the 
competency-based medical education paradigm that is rapidly 
evolving at medical schools around the world. By ensuring that 
trainees select a trajectory within the cone of consensus, we 
know that they have selected an appropriate trajectory. Given 
that the metrics we have established for drill location and drill 
angle localization are not neurosurgery-specific and the setup is 
readily replicable, it is foreseeable that this system could be 
reused for the analysis of planning and targeting effectiveness 
in other surgical specialties.  

As the HoloQuickNav platform is now available – and has 
been validated for simulated training and intra-operative use – 
we propose that in future work, a curriculum consisting of a 
series of simulation-based training sessions be developed. The 
AR platform must be compared against existing learning tools 
and visualization methods for reaching proficiency in 
neurosurgical planning. It must be assessed whether this 
technology allows trainees to reach proficiency sooner or with 
reduced cognitive effort than with other methods. 

4. Conclusion 

The results obtained in this work indicate that our AR HMD 
technology can measurably improve surgical planning and 
target localization in clinical and simulated training settings for 
trainees. The feasibility and usefulness of the HoloLens were 
validated for identifying optimal drill location and drill angle in 
a clinical environment, and this work has led to the development 
of metrics which allow for significant differentiation between 

levels of competence in multiple areas. Furthermore, trainees 
rate this technology equally or more helpful compared to 
conventional visualization methods. 
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