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Abstract 

Augmented reality has been used in neurosurgery to aid in the visualization of lesions, though it 

has not been widely adopted for simulation-based neurosurgical training. This work aims to 

determine if augmented reality can improve identification of drill location and drill angle for 

neurosurgical procedures and to define objective metrics for assessing trainee performance. 

An augmented reality visualization system was developed using the Microsoft HoloLens. Trainee 

performance metrics were defined and validated intra-operatively in fifteen neurosurgical cases by 

attending neurosurgeons and trainees. Trainee performance in localization of drill location and 

angle tasks was assessed in a simulated training with augmented reality visualization and compared 

with two other visualization methods. 

The proposed metrics allowed us to significantly differentiate levels of competence between 

attending neurosurgeons and trainees in identification of drill location with (p = 0.011) and without 

(p = 0.001) the HoloLens and drill angle with (p = 0.032) the HoloLens. Augmented reality 

visualization significantly improved trainee performance in localization of drill location (p < 0.001 

and p = 0.008) and angle (p < 0.001 and p < 0.001) in comparison to two other visualization 

methods. Trainees rated augmented reality visualization equally or more helpful compared to the 

two other visualization methods. 

Trainee performance assessment with augmented reality visualization and the proposed 

performance metrics stands to add practical value to neurosurgical training curricula. This work 

represents a necessary step in curriculum development in neurosurgical training for the task of drill 

location and angle localization in a variety of neurosurgical procedures. 
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Chapter 1 

Introduction 

1.1 Medical Imaging Modalities 

Computerized Tomography (CT) and Magnetic Resonance Imaging (MRI) have been some of the 

enabling imaging modalities of image-guided interventions. Image-guided interventions are 

medical procedures which use computer-based systems to provide virtual images to help the 

clinician precisely plan, visualize, and target the surgical site [1]. 

CT imaging uses a series of computer-processed radiographic images, taken in multiple cross-

sectional angles, to create three-dimensional (3D) images for diagnostic or therapeutic purposes. 

These images produce high-quality images of internal structures, bones, tissues and blood vessels. 

This allows for these images to be used for diagnosing and planning treatments without the need 

for exploratory surgery. CT imaging is fast, accurate and noninvasive. However, the radiation used 

during CT scans can damage cells and can predispose to various forms of cancer later in life, 

especially if patients had frequent CT examinations in childhood [2]. 

MRI uses magnetic fields and radio waves to generate cross-sectional diagnostic images of internal 

structures in the body, such as tissues and organs. Compared to CT, MRI imaging provides superior 

tissue contrast and allows for more accurate discrimination between normal tissue and any 

pathologic structures. MRI does not emit any ionizing radiation, though the scanning process is 

typically much longer in duration, and the process is much louder. As such, these scans may render 

patients uncomfortable as they require patients to enter a narrow and confining tube for extended 

periods of time. 
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1.2 Freehand Image-Guided Interventions 

A medical intervention involves the use or placement of a surgical instrument for performing 

aspirations, injections, ablations or targeted therapies – in the case of radiation therapy – to help 

with the treatment or curing of a medical condition. Performing interventions and procedures under 

medical image guidance using the previously discussed imaging modalities has become common 

practice across multiple areas of medicine throughout the developed world. Planning each 

intervention commences in a different way depending on the imaging modality to be used for 

guidance. Pre-operative images, such as CT or MRI, can be used to plan surgical interventions to 

specific target regions in the patient before the procedure starts. Clinicians may often use different 

types of medical imaging technologies, such as ultrasound or fluoroscopy, intraoperatively to 

ensure their tools follow a suitable trajectory, and to track their progress towards a target or target 

regions in the patient. Patient outcomes from non-invasive procedures where planning using pre-

operative images occurred versus outcomes from open surgical procedures have shown that pre-

planning and using less invasive approaches are more effective for surgeries [3]. Surgical outcomes 

when using image guidance and surgical pre-planning have also been observed to be better and to 

improve the overall success of the procedure, as open procedures tend to increase patient discomfort 

and require longer patient recovery times [4, 5]. 

However, these freehand procedures often involve images which are displayed off to the side of 

the patient on a monitor; effectively a basic ergonomic problem which decouples the image from 

the patient. This means that performing any minimally invasive procedure will require significant 

hand-eye coordination and concentration on the part of the clinician to mentally overlap the patient 

and their medical images as a guide for the intervention. 

After browsing through preliminary medical images, a target entry point is identified. Using the 

above mentioned mental overlapping and hand-eye coordination skills, the clinician will place their 

tool at, what is effectively, their best guess of the target location in the direction of the target 
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trajectory on the patient. Throughout the intervention, additional images may be acquired to ensure 

proper trajectories and to visualize progress. Acquisition of multiple confirmation images is known 

to lead to longer treatment times, increased levels of patient discomfort, and increased patient 

radiation exposure if CT imaging, or any other type of imaging where ionizing radiation is required, 

is being used. Work must be done to reduce human-introduced errors in these interventions and 

surgeries to reduce treatment times, patient discomfort and radiation exposure. 

One goal of preoperative planning with medical images has been to aid surgeons in finding an 

optimal surgical route. The aforementioned medical imaging technologies and computer-based 

planning methods have allowed clinicians to assess various surgical routes outside the operating 

room without time pressure. As medical imaging continues to play a crucial role in the growing 

domain of image-guided interventions and surgeries, advances in imaging technologies are 

expected to continue expanding the scope of practical clinical applications. Through this expansion, 

the acceptance of new surgical guidance technologies into clinical settings will continue to be seen 

by increasingly cost-conscious healthcare providers. 

In 2014, the market for image-guided interventions in the United States was valued at over $753 

Million USD, with the market size estimated to surpass 1 Billion USD before the year 20201. 

Interventional and surgical imaging has seen a dramatic rise in growth stemming from the success 

of these less invasive practices and minimally invasive interventional procedures. The increasing 

availability of sophisticated informatics-based imaging tools, due in part to the wide domain of 

applications for which different imaging modalities are now used for, has also greatly contributed. 

                                                      

1 Grant View Research, Image-guided Therapy Systems Market Size, Share & Trends Analysis Report By 

End Use, By Product, By Application, And Segment Forecasts, 2018 – 2025, accessed 10 March 2019, 

https://www.grandviewresearch.com/industry-analysis/image-guided-therapy-systems-market 

https://www.grandviewresearch.com/industry-analysis/image-guided-therapy-systems-market
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1.3 Computer-Assisted Navigation Systems 

Computer-assisted navigation systems make use of specialized software to visualize where an 

operator's surgical tools are relative to the acquired patient images in real-time on a computer 

screen. These displays have aided in eliminating the need for the cognitively demanding hand-eye 

coordination which was required of clinicians when performing freehand interventions. Displaying 

the positions of surgical tools, the patient, and other devices has been able to greatly enhance a 

clinician’s ability to perform freehand image-guided interventions. Such systems have also been 

able to provide real-time feedback on the position of the instrument relative to the patient’s medical 

images. Owing to the small margins of error that are common in surgery, inexperienced clinicians 

and residents have favoured planning and navigational aids in the operating room, and as additional 

learning tools. These tools can help inexperienced clinicians and residents build the foundations of 

their surgical skills and become increasingly confident with their surgical skills [6]. The perception 

of safety and level of self-reported confidence experienced by surgeons during procedures also 

increases as they use these systems because they are able to view their tools in a manipulable and 

accurate reconstruction of the surgical environment [7, 8]. 

A basic setup for a computer-assisted surgical navigation system typically uses software and 

hardware in tandem with either electromagnetically or optically tracked tools to assist in generating 

the visual enhancements. During the surgery, electromagnetically tracked sensors or optical 

markers are attached to the patient and any surgical instruments. These systems allow for guidance 

in procedures by registering a patient’s physical location with a previously acquired patient 

volumetric image [9]. Registration is a process wherein a relationship between the real coordinate 

system of the patient and the virtual coordinate system of the medical images is established [10]. 

Registration of patient to their medical images can remove some of the required hand-eye 

coordination and mental overlapping that is required of clinicians in freehand interventions. 
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While some aspects of surgical guidance and image-guided navigation are performed without 

planning or the use of any previously acquired medical images, once the registration process is 

complete, many neurosurgical and spine procedures will become ‘image-based’, relying on the 

patient’s imaging to guide the clinician [10]. As discussed previously, areas or objects of interest 

and the paths to them can be pre-planned before any incisions or tool insertions are made using 

these images as a map to help the surgeon to effectively navigate through the patient.  

1.3.1 Electromagnetically Tracked Navigation Systems 

Electromagnetically tracked navigation systems do not require a visual line-of-sight in order to be 

used, allowing each of the electromagnetic sensors to be placed near the tip of any tracked tools, 

and closer to the region of interest due to their small size (Figure 1). Electromagnetic sensors use 

spiral coils in the X, Y and Z directions and the location of the system generated electromagnetic 

field relative to the coils in real-time to determine their position. However, these sensors are 

susceptible to field distortion when in the presence of metallic materials and the tools that are used 

must be wired into the system and tethered to a computer (Figure 1) [11]. These shortcomings have 

hindered the adoption of electromagnetic tracking systems for clinical use [11]. 

1.3.2 Optically Tracked Navigation Systems 

Optically tracked navigation systems require a line-of-sight to be used in surgical navigation. These 

systems use stereoscopic cameras or infrared sensors to track active or passive markers which are 

placed continuously in their field of view to determine their position in real-time and report the 

position of the tracked surgical tool for the clinician (Figure 2). These markers hold the advantages 

of being wireless, lightweight, and are not susceptible to field distortion. Furthermore, it has been 

measured that optically tracked navigation systems are capable of being accurate to under 1 mm 

and that they are more reliable than electromagnetically tracked navigation systems [12].  
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Figure 1. Various sizes of 6 degree-of-freedom electromagnetic tracking sensors (Left)2 and 

electromagnetic transmitter and tracking unit (Right)3. 

 

Figure 2. Polaris Spectra and Vicra optical tracking systems (Top) and various compatible passive 

tracking markers (Bottom).4 

                                                      

2 Ascension Technology Corporation, 6DOF Sensors, accessed 1 March 2019, https://www.ascension-

tech.com/products/trakstar-drivebay/ 
3 Ascension Technology Corporation, trakSTAR and Transmitter, accessed 1 March 2019, 

https://www.ascension-tech.com/products/trakstar-drivebay/ 
4 Northern Digital Incorporated, Polaris Series, accessed 1 March 2019, 

https://www.ndigital.com/msci/products/polaris-series/ 

https://www.ascension-tech.com/products/trakstar-drivebay/
https://www.ascension-tech.com/products/trakstar-drivebay/
https://www.ascension-tech.com/products/trakstar-drivebay/
https://www.ndigital.com/msci/products/polaris-series/
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1.3.3 Software Platforms for Surgical Navigation  

The final piece of development in these complex systems is the engineering of existing technologies 

and imaging modalities into one complete and user-friendly software package. Success in the field 

has been withheld by unnecessarily expending resources on the reimplementation of what are 

typically considered common features that already exist or are available in other open-source 

packages and software [13]. The use of open-source software platforms can allow for the sustained 

effectiveness of contributions and resources from many research groups to carry on internationally 

from year-to-year, and project-to-project [13]. 

In searching for a common platform for computer-assisted surgical navigation, many research 

groups have jointly focused their efforts on the creation and maintenance of large, open-source 

projects which allow for academic and commercial use with no restrictions. This collaboration and 

resource sharing allowed for the development of many tools which are used throughout various 

systems and technologies that are outlined in the following section. These platforms share the 

concept that there are developer communities to help in finding (and fixing) problems. They hold 

a belief that these platforms should be extensible and customizable as needed – without the need 

for involvement from the original developers [13]. 

The most popular research application in the medical imaging community is 3D Slicer5 [13]. Built 

over two decades with the support of many large, international, and collaborative grants and 

agencies, the 3D Slicer community has consistently provided a powerful, open-source, and multi-

platform tool for researchers and clinicians. Through a web-based extension manager, similar to 

the ‘App Store’, 3D Slicer offers multiple different extensions, plugins and sample data which can 

all be downloaded and installed for free [14]. Several of these extensions, such as SlicerIGT6, 

support image-guided navigation for medical interventions through the inclusion of typical tasks 

                                                      

5 3D Slicer, www.slicer.org 
6 SlicerIGT, www.slicerigt.org 

http://www.slicer.org/
http://www.slicerigt.org/
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and routines needed for surgical guidance. As 3D Slicer and SlicerIGT do not communicate with 

hardware devices directly, communication protocols ensure the compatibility between software and 

hardware. 

OpenIGTLink7 is a simple network communication protocol which is widely accepted and used 

across most major interventional research applications, and several commercial device 

manufacturers [13, 15]. For devices that do not natively support the OpenIGTLink protocol, there 

is the PLUS Toolkit8. The PLUS toolkit is capable of transferring information between hardware 

and system applications – such as 3D Slicer. By communicating with a wide range of commercial 

devices that are commonly used in medical interventions, the PLUS Toolkit communicates, 

synchronizes, saves, and transfers data streams to other applications in real-time through the 

OpenIGTLink protocol [16]. 

Navigation systems are typically divided into three separate layers; hardware abstraction, 

application platform, and application (Figure 3) [13]. This separation allows for efficient 

development and deployment of new applications. OpenIGTLink and the PLUS Toolkit may be 

used at the hardware abstraction level to gather and synchronize data streams from various medical 

imaging modalities and tracking systems. 3D Slicer and SlicerIGT may then be used at the 

application platform level as reusable application components to drive the simplicity in the 

reimplementation of common features, such as visualization or data processing. Custom 

applications may then be created to fill the application level. At this level, application specific user 

interfaces and features can be implemented in only a few hundred lines of code. 

                                                      

7 OpenIGTLink, www.openigtlink.org 
8 PLUS Toolkit, www.plustoolkit.org 

http://www.openigtlink.org/
http://www.plustoolkit.org/
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Figure 3. Software architectures for open-source computer-assisted navigation systems. 

1.4 Augmented Reality Surgical Navigation Systems 

Augmented reality (AR) is a visualization and imaging technology which brings the ability to 

superimpose data and images into the real world, eliminating the need to mentally reconstruct or 

project images onto patients. AR systems can enhance the operator’s world with additional 

information. This is typically accomplished by superimposing computer-generated images, videos 

or data into the user’s field of view in real-time. AR surgical guidance systems have been proposed 

as solutions to overcome multiple shortcomings of image-guided surgeries and create a surgeon-

patient interface. This is due in part to the fact that these technologies can merge patient images, 

surgical plans, and the surgeon's field of view into one single visual [17]. AR technologies have 

been starting to play an increasingly important role in tailoring surgeries to specific patients. 
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Through the evaluation of surgical strategies and patient outcomes, they have been shown to help 

reduce the invasiveness of several procedures [17]. 

One such application of AR in the medical field is producing simulated ‘X-ray vision’, wherein the 

operator can see through a superimposed CT or MRI volume, and into the operator’s field of view 

– directly over the patient. In a similar method to the registrations used in tracked navigation 

systems, images can be registered to the physical location of the patient to ensure the location that 

images are displayed in the correct scale, location and orientation. From this guiding concept, there 

are many different tools and applications which have emerged to enhance the clinician’s view by 

superimposing volumetric images directly on the patient. These methods have typically employed 

some combination of video or holographic images coupled with head-mounted displays (HMD) or 

projectors; such as Blackwell et al.'s tracked head-mounted volumetric overlay display [18]. These 

systems typically required extensive calibration, registration, and tracking of all hardware 

components, as well as any handheld tools, for proper operation and use of each respective system. 

1.4.1 Video Projection-Based Systems 

Video-based and projection-based displays have been used to display acquired images onto a HMD 

in front of the operator, or on a frame above the operators’ viewpoint. By using a camera and real-

time video during the procedure, pre-operative CT or MRI images were projected on these displays. 

There have been two commonly implemented types of projection-based displays: 

 Those which display video directly to the operator through a headset or other HMD; 

 Those which display projected images directly onto the patient space. 

Video-based displays made use of live video streams from multiple head-mounted stereo cameras 

to display a real-time video on the screen in front of the operator. The operator was then able to 

move freely around in space [19] and have these displays to provide additional patient or medical 

data, in addition to the live video [20]. In the realm of projection-based image displays, through 
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systems such as the Varioscope AR [21], clinicians could see a reflected patient image and the 

physical object on and through the semi-transparent mirrors, as provided by the HMD [21]. These 

systems required constant tracking of the clinician’s head, and any handheld tools during the 

procedure. These systems all required complex registration procedures to ensure that the head 

mounts, handheld tools, camera, and patient images were properly aligned during use. Additionally, 

as the user was required to focus not only on the display near the eyes but on the patient as well, 

these types of systems were known to cause discomfort when in use for prolonged periods. Both 

limitations rendered the effective clinical translation of such systems difficult.  

Projection based systems were proposed to remove the need for any additional displays to be in the 

surgeon’s field of view. These systems came with the added benefit of no longer requiring head, 

gaze or positional tracking. By projecting preoperative models and images directly on the patient, 

the computer screen’s images and patient become fused as in the Augmented Reality Computer 

Assisted Spine Surgery (ARCASS) system [22]. Using the projection, 3D patient models could be 

overlaid onto the patient with any relevant anatomy, entry points, target points, and other surgical 

annotations clearly indicated and visible. The ARCASS was able to reduce procedure duration by 

70% compared to conventional methods – and as a result of not requiring the use of intra-operative 

imaging, possible intra-operative radiation exposure was negligible [22]. However, there were 

limitations associated with the projection system. Images could only be displayed in one plane. 

Furthermore, because the image was projected from above, any intrusion from the clinicians would 

occlude the projected image and prevent the clinician from being able to view the image while 

directly over the patient. 

1.4.2 CT / MRI-Based Overlay Systems 

In trying to design a simpler AR system for medical applications, various two-dimensional (2D) 

image overlay systems were developed. These systems used a single volumetric image and overlaid 

it directly onto the patient using a ‘mirror-monitor’ configuration. This image overlay consisted of 
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a display monitor and a semi-transparent mirror that were fixed together to reflect the screen image 

down to be superimposed on the patient in the correct location in space. As such, image overlay 

systems allowed operators to see their target and then insert their needle in a similar way to how 

they would be able to insert a needle into a transparent material (Figure 4) [23]. 

 

Figure 4. Prototype 2D Image Overlay System with overlaid image shown on a simulated patient.9 

Such systems required no head tracking or projection of images and came with the added benefit 

that they allowed multiple operators to view the overlaid image through the system's semi-

transparent mirror at the same time. However, the image overlay system had to be mounted and 

aligned to the CT scanner to generate an AR image for guiding interventions (Figure 5) [23, 24] 

and required a tedious and sensitive calibration process to properly align the overlaid image plane. 

                                                      

9 Unpublished image; see [23] and [24] for further details and additional images about this, and similar, 

systems. 
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Figure 5. 2D Image Overlay System mounted to CT scanner gantry in a percutaneous needle 

insertion study on a simulated patient.10 

The Perk Station Training Suite (Perk Station) emerged as a solution to many of the image overlay’s 

issue after encouraging results were attained in validation studies [25]. It was designed and 

developed to aid with training clinicians and honing their skills in needle placements using AR in 

a range of clinical applications [26, 27]. The Perk Station was a relatively inexpensive, simple and 

reproducible solution for training operators in computer-assisted surgery.  The Perk Station proved 

valuable in demonstrating the improvement in needle placement accuracy that repeated training 

and practice provides for a variety of clinical procedures [26, 27]. The Perk Station measured and 

recorded the total procedure time, time inside the phantom, path length, potential tissue damage, 

out-of-plane deviation and in-plane deviation for each operator and trial. In a lumbar puncture 

study, it was found that those who trained with Perk Station outperformed the control group with 

shorter path lengths, less tissue damage, and shorter procedure times [27]. There were multiple pre-

                                                      

10 Unpublished image; see [23] and [24] for further details and additional images about this, and similar, 

systems. 
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clinical studies undertaken using these types of system for procedures such as shoulder and hip 

arthrography, lumbar spine procedures, and spine injections, which highlight the clinical relevance 

and importance of AR in surgical guidance [28, 29, 30]. 

1.4.3 Mobile CT / MRI-Based Image Overlay Systems 

Mobile image overlay systems were proposed to surpass the difficulties and lack of portability that 

was associated with previous image overlay systems [31, 32, 33]. Mobile systems were simpler to 

calibrate and use in practice, as the large mounted monitors were replaced with a tablet display 

device. The semi-transparent glass was also affixed directly to the display. These first systems 

permitted handheld and wireless image overlay guidance. However; a host computer was required 

stemming from the lack of computational capacity in the tablet display device [31]. This led to low 

screen refresh rates when the system was in use, as the tablet display device was required to connect 

wirelessly to the host computer and mirror its screen [31]. 

Later designs of the mobile image overlay system encompassed a tablet computer-based mobile 

image overlay system with an automatic calibration process, a modular frame, all of which was 

packaged into a self-contained system (Figure 6) [32, 33]. This design included a calibration 

process which was reproducible and accurate [32]. Although this system satisfied the accuracy 

requirements for a range of needle interventions, its use in clinical procedures was limited by the 

tracking system's required floor space and surgical workflow [33]. 

1.4.4 Head-Mounted Video Display Systems 

Some previous technologies still required clinicians to switch their view between the operation site 

and a computer screen. As such, the development of HMD-based surgical navigation systems 

started becoming increasingly prevalent [34, 35, 36]. The Reality Augmentation for Surgical 

Procedure System was one of the first AR HMDs for image-guided surgical planning and 

navigation [34]. Using multiple cameras, an infrared flash, and pose tracking tools, the device  
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Figure 6. Mobile image overlay system prototype in use for a percutaneous needle insertion study 

on a phantom thoracic spine.11 

permitted presentation of virtual objects in a real-world environment. By designing a video see-

through system rather than an optical see-through system, the system allowed more control of the 

resulting displayed images, at the expense of additional latencies between the real and virtual views. 

The camera systems allowed for no perceived lag when rendering the virtual and real images, 

though there was a temporal latency in the overall viewing of the images of about 100 ms [34]. By 

creating a device that was on the spectrum between virtual and augmented realities, Maurer et al. 

had been able to successfully take advantage of the video stream to manipulate reality, while 

allowing users to see their true surroundings. 

                                                      

11 Unpublished image; see [33] for further details and additional images about this system. 
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1.4.5 Head-Mounted Optical Display Systems 

Many subsequent systems discontinued the use of video see-through in favour of optical see-

through displays as the average distance judgment of users using optical see-through displays is 

superior [35, 36, 37]. It has also been found that when using video see-through systems, there is a 

significant underestimation of virtual environment distances by the user [37].  

Other systems, such as the Augmented Reality-based Surgical Navigation System (AR-SNS) 

overcame the need for introducing a temporal latency by using high-performance workstations and 

external optical tracking systems to render the virtual images in the correct locations relative to 

patient anatomy [36]. These virtual images are rendered on see-through displays which are head-

mounted to give visual cues to the operator. As such, several disadvantages of traditional computer-

assisted navigation systems are overcome. Most notably, the surgeon does not have to switch their 

gaze between the operation site and the computer screen. It has been found that the use of a HMD 

has no major disadvantages when compared to the conventional ‘image on monitor’ setup [38]. 

However, due to the weight and inconvenience of the HMD, the AR-SNS was deemed 

uncomfortable by surgeons when wearing it to conduct long procedures. 

1.4.6 Navigation System Development on Commercial Platforms 

Of late, light-weight and off-the-shelf AR technologies have become more abundant and available 

to consumers [35]. With the increase in manufacturers, technology is improving steadily and 

consistently in terms of portability, computational capacity, and overall usability. Multiple 

commercial solutions and platforms have become more readily available, and are being integrated 

to clinical workflows for use in image-guided surgery [35, 39, 40, 41, 42]. These systems have 

performed well in procedures where the target anatomy or region of interest is large and as such, 

the AR system’s spatial mapping and optical tracking system does not require sub-millimetre 

accuracy [35, 41, 42]. In these types of procedures, clinicians would typically rely on the selection 

of patient entry points to obtain successful outcomes. Given that the acceptable target site is larger 
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than the accuracy of these commercial systems, the information shown to the clinician is often 

sufficiently accurate for clinical use [35]. As such, these light-weight head-mounted systems 

allowed for new questions to be asked, and for new approaches to surgical guidance and navigation 

to be developed. 

Abhari et al. identified a gap between the training received for neurosurgical tumour resection and 

the actual practices of surgeons during operations [39]. Many available neurosurgical training tools 

focus on the visualization of medical images of the current case; however, spatial reference and 

visualization of the images in situ are often excluded from these training tools [39, 43]. There are 

many systems which incorporate immersive environments for surgical training [23, 24, 26, 27, 31], 

planning [23, 24] and navigation [19, 20, 21, 22] – yet these systems typically faltered by having 

limited user interaction due to workspace constraints or a small field of view for the operator. The 

mixed reality HMD proposed by Abhari et al. was therefore paired with an external tracking camera 

and custom designed software. This allowed for the accurate measurement of multiple action and 

perception metrics [39]. Operator performance with the use of a mixed reality planning 

environment was compared to the performance of operators in three other conventionally used 

planning environments. In their study, the participants completing tasks in the mixed reality 

environment demonstrated significantly lower rotational and translational errors in perception and 

planning activities [39]. Their system also required lower task completion times [39]. 

The use of ‘Smart Glasses’ and other wearable devices with heads-up displays have also recently 

been assessed for their applicability to surgical navigation [41]. After creating 3D models from 

preoperative CT or MRI images, operators were able to observe visualizations on the lenses of the 

glasses, and then directly in their environment by virtue of the see-through nature of the glass 

lenses. The glasses have passive optical tracking markers fixed to the frames so that the optical 

tracking system is able to report their position relative to the patient to allow the software to update 

visualizations in real-time [41]. As with many other tracked AR navigation systems, the clinician 
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had patient images and other visuals put directly into their field of view and could observe them 

from any angle or distance. By providing a light-weight overlay of patient images and visualizations 

clearly and accurately, clinicians could then navigate through patient images and models in a hands-

free manner [41]. 

1.5 The Microsoft HoloLens 

The Microsoft HoloLens (Microsoft Corp., Redmond, Washington, USA) mixed reality platform 

is considered the highest performing commercially available HMD AR platform based on its 

capabilities for contrast perception and frame rate [44] as well as its ergonomics [45] – among 

multiple other factors [44, 46]. The HoloLens is a fully untethered holographic computer which 

combines various sensors such as accelerometers, infrared lasers, microphones and cameras into a 

wearable headset capable of generating 3D visualizations through a reflection on to the user’s 

retinas, all without impeding their view of the surrounding environment. The core functionality of 

the HoloLens is achieved through the combination of two fundamental technologies. The first such 

technology is the projection of 3D holographic images onto the user’s eyes through pico projectors. 

The second being the device’s spatial mapping through Microsoft’s proprietary computer vision 

techniques and machine vision hardware. 

Pico projectors are small hardware devices, which are also known as handheld or mobile projectors. 

The HoloLens makes use of two pico projection modules that are embedded into one module, 

located directly above the user’s eyes, which generates the light for the displays. This light is then 

transported to the “screens”, called waveguides, which direct the light to the user’s eyes. 

The HoloLens contains six cameras, with two on the left side of the device, two on the right side of 

the device, and two in the center – one which contributes to the full room spatial mapping abilities, 

and another which is used only for capturing 2D perspectives of the room for recording and 

documentation purposes. These cameras provide the device with a 180-degree field of view of its 
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environment. The five mapping cameras are used to construct point clouds and depth 

representations of the environment around the device – and by extension the user. These point 

clouds are collected as the user moves around and are merged together and meshed to construct a 

representation of the environment surrounding the device. The HoloLens is then assumed to achieve 

this using a combination of methods and techniques common to solving the problem of 

simultaneous localization and mapping (SLAM) wherein the construction and updating of an 

environment are done while simultaneously keeping track of the device’s location within this 

environment [47]. SLAM is typically solved through an approximate solution tailored to the 

resources of the system [48]. Unfortunately, the implementation and methods used on the HoloLens 

are proprietary knowledge of Microsoft and are not publicly known. 

1.5.1 Surgical Guidance and Planning with the Microsoft HoloLens 

The proposed systems which were described previously (See 1.4.6 Navigation System 

Development on Commercial Platforms) by Abhari et al. and Maruyama et al. occupied large 

footprints – requiring external tracking systems and host computers to render the displayed data 

[39, 41]. With HMD systems narrowing the gap between low-cost and practicality, the HoloLens 

takes this a step further and aims to bring light-weight, portable, low-cost, and practical surgical 

navigation (Figure 7) and surgical training (Figure 8) to the operating room and simulated study. 

Several research groups have been working to create systems on the HoloLens platform which are 

usable for AR surgical guidance, planning, and learning in an intraoperative or bedside clinical 

environment across various medical domains [40, 42, 44]. Recently, there has been continued 

development of 3D holographic tools and features that allow for surgical planning, navigation and 

training with hand-gestures, voice-commands, and the use of external input devices – such as 

wireless keyboards, mice, or other hand-held controllers.  
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Figure 7. The HoloLens used for insertion of a catheter in an extraventricular drain.12 

 

Figure 8. The HoloLens as part of the VimedixAR simulated ultrasound medical training system.13 

                                                      

12 Andrew Cutler (Duke University), Neurosurgery resident Andrew Cutler demonstrates how HoloLens-

aided EVD placement might look when performed in a clinic or ER, accessed March 1 2019, 

https://today.duke.edu/2016/10/brain-surgery-may-get-bit-easier-augmented-reality 
13 CAE Healthcare, VimedixAR with HoloLens, accessed 1 March 2019, 

https://caehealthcare.com/ultrasound-simulation/vimedix/ 

https://today.duke.edu/2016/10/brain-surgery-may-get-bit-easier-augmented-reality
https://caehealthcare.com/ultrasound-simulation/vimedix/
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Morales et al. developed tools for visualization of MRI images on the HoloLens [40]. These tools 

and software allowed users to view, browse, and manipulate registered image slices on the patients, 

as well as adjust the brightness levels and contrast windows [40]. Adjusting contrast and brightness 

with voice-commands proves useful, as these adjustments are a standard task which is performed 

daily in real clinical practice for surgical planning and navigation. Providing this hands-free 

interaction with medical images for surgical planning may prove useful in the day-to-day tasks of 

clinicians. Additionally, the tools which were developed allowed users to virtually navigate through 

brain vasculatures [40]. Planning intravascular interventions through virtual navigation is not 

currently done in clinical practice. However, clinical standards in the future may involve clinicians 

making use of interactive and increasingly virtual planning methods [40]. 

Rae et al. assessed and investigated the use of holographic models displayed on the HoloLens for 

localization of burr holes in craniostomy procedures. In these procedures, clinicians would typically 

use a drill bit which is 4 mm in diameter, with the aim of successfully identifying the location of 

the drill entry point within a clinically acceptable range of 10 mm of the pre-planned target, in this 

case, a subdural hematoma [42]. To assess the feasibility of using the HoloLens for planning the 

drill location in craniostomy procedures, multiple users registered models to a simulated patient. 

Inexperienced users were able to place 98% of markers within the clinically acceptable range and 

experienced users were able to place all markers within the clinically acceptable range [42]. 

Additional testing was performed on simulated patients with hair to ensure the registration process 

could be completed accurately without relying on the curvature of the skull. In these tests, 

inexperienced users were able to place 96% of markers within the clinically acceptable range, and 

experienced users were able to place all markers within the clinically acceptable range [42]. 

These results were promising, suggesting that the HoloLens may be feasible for use in target 

localization in surgical planning and for surgical guidance. It was also found that with experience, 

the quality of the registration increased [42]. However, the results obtained by inexperienced users 



 

22 

 

suggest that it does not take much practice or difficulty to become experienced in and capable of 

using virtual or holographic tools for surgical planning and navigation. 

1.6 Clinical Motivation 

Neurosurgery encompasses a variety of different procedures, all of which vary in their use of intra-

operative imaging. Subdural hemorrhage evacuations, brain tumour resections or biopsies, 

ventriculostomies, and many other procedures require intracranial access through burr holes. 

Chronic subdural hemorrhages are usually attributed to head trauma in older individuals [49], 

though the estimated incidence is between 3-15.5 per 100,000 people in the general population 

[50]. However, this number rises when looking only at older individuals, with incidence rates of 

58 per 100,000 for those 65 years of age and above [49]. Subdural hemorrhages are commonly 

treated with the placement of a drain through a burr hole, where surgeons drill a hole through the 

patient’s skull commonly using either standard or roughly estimated locations. 

Brain tumours are a commonly encountered neurosurgical condition that has risen in prevalence 

over the past several decades, with an incidence rate for primary brain tumours in the United States 

of 14.4 per 100,000 persons [51]. The course of treatment for brain tumours varies with the grade 

and location of the tumour, however, when appropriate, surgical interventions are used to resect 

the patient’s tumour. Resections are generally performed using a craniotomy, where a piece of the 

skull, called a bone flap, is removed to allow access to the brain. Bone flaps are typically removed 

using a drill and a specialized tool called a craniotome. 

External ventricular drains are commonly inserted into the brain using a freehand technique where 

the desired drill location is determined using surface landmarks and is highly dependent on surgeon 

expertise and knowledge. This type of implantation typically carries a 13–19% risk of shunt 

misplacement with non-functional drainage [52] and a 5% risk of hemorrhage or injury to eloquent 

brain [53]. 
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In some cases of each of these various types of procedures, the anatomical targets, such as a tumour, 

hemorrhage or enlarged ventricle, are easily identified in the patient’s images by the neurosurgeon. 

In procedures where the target is easily identifiable, neurosurgeons begin by planning and 

identifying the optimal entry point to place a burr hole and the appropriate trajectory to the lesion 

in order to minimize the size of the skull opening while avoiding critical structures. The ability to 

plan and identify the optimal drill location and drill angle of a burr hole for a given procedure is a 

fundamental element of a neurosurgeon’s skillset and a core piece of the neurosurgical training 

curriculum. Assuming that the target anatomy is clearly enhanced in the patient’s imaging, the 

principal challenge for a neurosurgeon is to mentally transfer their planned drill path from what 

they can see in the patient’s images to the physical patient. 

As such, some procedures have become increasingly reliant on the use of medical imaging and 

technologies, like those previously discussed in this chapter, as a tool for determining pre-operative 

plans and intra-operative guidance to improve surgical outcomes and reduce patient morbidity. In 

some cases, neuronavigation systems can help to determine drill location and drill angle [54]. 

However, these methods still rely on a surgeon's ability to interpret, reconstruct and visualize 2D 

medical images into 3D [46, 55, 56, 57]. These tasks are difficult and rely heavily on surgical 

knowledge, experience, and spatial reasoning skills. 

1.7 Augmented Reality in Neurosurgery 

As was previously discussed in this chapter, there are many enabling technologies for AR which 

have been proposed that may add value to neurosurgical planning, guidance and training. In 

addition to the methods presented earlier, AR images have already been coupled with other real 

data sources such as hand-held cameras, endoscopes, fluoroscopy [57], through an operating 

microscope [58], or even displayed over a movable tablet computer [59] in various neurosurgical 

contexts.  
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AR technologies have already been used in neurosurgery to aid in the visualization of lesions [58, 

60], hemorrhages [61] and hydrocephalus [57, 62]. Additionally, AR technologies which manifest 

in the form of HMD have been shown to be beneficial for surgical planning and visualization [34, 

39, 57, 63, 64]. As such, AR and HMD technologies are well positioned to address the problems 

of reliance on surgical knowledge and spatial reasoning skills given their ability to display three-

dimensional (3D) anatomical models, imaging, information, and other surgical data aligned with 

the patient and in the user’s view. More recently, the HoloLens has been used to provide hands-

free holographic visualizations in various neurosurgical applications [40, 65, 66, 67]. 

AR has the potential to benefit and improve current surgical and neurosurgical practice, but 

prospective and clinical feasibility studies, as well as application studies,  have been limited [68]. 

AR has yet to see routine or wide-spread success as ideal applications have not yet been widely 

demonstrated. Whether its use provides improved outcomes remains unclear [67], as studies to 

demonstrate the effectiveness of AR in training and clinical scenarios are still needed [69]. 

1.8 Competency-Based Medical Education 

Of late, medical education has been moving towards the model of competency-based medical 

education (CBME). CBME allows trainees to progress through given curricula at their own pace, 

and to proceed past the current curriculum once they have demonstrated competency in specific, 

objective benchmarks and metrics [70].  

Previously, residency programs were time-based and required trainees to spend one full year at a 

given level or Postgraduate Year before proceeding. CBME does not focus on the amount of time 

spent for determining promotion through the program but on the trainee’s demonstration of 

competence. CBME-based programs are typically structured in four different stages; i) ‘transition 

to discipline’, ii) ‘foundation of discipline’, iii) ‘core of discipline’ and iv) ‘transition to practice’ 

[71]. In each stage, trainees will focus on different tasks. In the first stage – ‘transition to discipline’, 
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the focus is concentrated on orienting the trainee to the new environment and showcasing what 

comes next. As they progress into the second and third stages – ‘foundation of discipline’ and ‘core 

of discipline’, trainees will be focused on the foundational and core skills that are required for 

achieving overall competency in the field and in their desired discipline. Finally, in the fourth stage 

– ‘transition to practice’, trainees demonstrate their ability to practice their discipline and learned 

skills autonomously. 

Furthermore, there are several benefits to medical education and the CBME model provides. 

Trainees will receive increased levels of supervision, assessment, and mentorship [70]. This will 

ensure that competencies and expertise are being demonstrated by trainees in each stage of the 

program [72]. Trainees who are able to demonstrate competency at higher rates may be given the 

option to pursue additional opportunities for enrichment. As such, instead of finishing their program 

earlier, these trainees will be given additional time to work on other materials of interest through 

electives or in research. 

The CBME model ensures that trainees who have not reached competency cannot provide care 

without supervision in a clinical setting and during their interactions with patients. The shift 

towards CBME will help the next generation of physicians become better healthcare providers, and 

will provide a better educational experience for those involved. Through individualized learning, 

increased flexibility, the inclusion of new and innovative assessment methods, and the ability to 

give meaningful feedback during increasingly frequent assessments; CBME will prepare trainees 

for practice more effectively [70]. 

1.8.1 Neurosurgical Residency Programs 

Currently, neurosurgical trainees learn these planning and spatial reasoning skills through 

observerships and apprenticeships inside and outside of the operating room for approximately 6-8 

years after completing medical school. Much of this training is complex, hands-on, and leaves 

trainees able to acquire fundamental skills only when specific procedures occur in a clinical context. 
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One of the challenges associated with CBME, especially in surgical disciplines, is the need for 

ongoing tracking of an individual’s learning curve through objective measure as they progress 

towards competency [72]. Recently, to ensure compliance with CBME, there has been a shift 

towards methods for quantitative assessment of skills, often using position tracking, as this does 

not require direct expert supervision [73].  

However, in addition to the difficulties in tracking progress, there is a lack of demonstrated 

neurosurgical performance metrics which translate to successful patient and surgical outcomes in 

practice and are usable for providing trainees with any meaningful feedback. This leaves trainees 

unable to train or develop skills, such as planning and identifying optimal drill locations and drill 

angles on simulated or real patients, on their own time. As such, a neurosurgical curriculum which 

follows the CBME model may prove principally important for the training and skill development 

of future neurosurgical trainees. Practice with simulation-based training platforms in other surgical 

specialties has been heralded as an effective learning strategy [68] and has been thought to be the 

next step for neurosurgical training curricula [74]. 

1.9 Objective 

This work sought to determine relevant, valid, objective, and transparent performance metrics 

which are CBME compliant and are usable for differentiating between novices and experts. Next, 

these metrics were used to determine whether the use of AR adds practical value to teaching and 

planning of neurosurgical procedures. By comparing the use of AR to standard practice in three 

common and motivating neurosurgical procedures – drainage of chronic subdural hemorrhage, 

brain tumour resection, and insertion of external ventricular drains – that vary in their use of image-

guidance, the utility of AR was assessed in trainees and surgeons to determine the role of expertise 

in this technology. 
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1.10 Contributions 

The main contributions of this thesis are: 

 The design and implementation of an AR application and platform for intra-operative 

guidance for planning and localizing optimal drill locations and drill angles in 

neurosurgery; 

 An intra-operative performance study to compare the benefit of AR for surgical planning 

to conventional methods for trainees and attending neurosurgeons; 

 A simulated-environment training study wherein trainees demonstrated their ability to 

identify optimal drill location and drill angle in space using our AR application, as well as 

two other conventional visualization methods. 

In Chapter 2, contributions regarding the design and implementation of the AR application are 

described. The testing and validation of all developed software for the application is described and 

all results are presented. 

In Chapter 3, the intra-operative performance study is described. In this chapter, the study and 

experimental design are discussed. Through this study, the validity of the developed metrics for 

assessing performance in localizing optimal drill location and drill angle is assessed. Here, the 

metrics are also validated for their use in differentiating between trainees and attending 

neurosurgeons in that same task. 

In Chapter 4, the simulated environment training study is described. Here, the experimental design 

and results, wherein it was sought to prove if displaying optimal surgical plans could significantly 

aid users in identifying optimal drill locations and drill angles on simulated patients. 
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Chapter 2 

System Design and Implementation 

2.1 Software Implementation 

The HoloLensQuickNav14 (HoloQuickNav) software was initially designed within the Laboratory 

for Percutaneous Surgery, as an application to be used for intraoperative AR planning in 

neurosurgical procedures using the HoloLens [42]. HoloQuickNav was developed using the cross-

platform Unity engine (version 2018.1.0f2) for AR and virtual reality software. Multiple 

components from Microsoft’s open-source and cross-platform Mixed Reality Toolkit15 were 

incorporated into the application in order to accelerate development. All other remaining 

components and code were created specifically for HoloQuickNav.  

To navigate menus, load models, register the holographic images and to control other aspects of 

the application, an Xbox One Wireless Controller (Microsoft Corp., Redmond, Washington, USA) 

was incorporated into the system as a handheld controller for the application. A handheld controller 

was selected for use with the software as previous work with voice commands and HoloLens 

‘AirTap’ gestures did not provide enough flexibility and ease of use with HoloQuickNav [42]. 

Several of the core components, including file loading and patient model visualization, were 

inherited from previous versions of the software and incorporated into an updated version of the 

software for the contents of this work. The Patient Manager (Section 2.2 Model Creation and 

Visualization) and controller-based registration method (2.3 Registration Method), described 

below, are new for this work. 

                                                      

14 HoloLensQuickNav, https://github.com/PerkLab/HololensQuickNav 
15 MixedRealityToolkit, https://github.com/Microsoft/MixedRealityToolkit-Unity 

https://github.com/PerkLab/HololensQuickNav
https://github.com/Microsoft/MixedRealityToolkit-Unity
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2.2 Model Creation and Visualization 

Anatomical models of a patient’s skin surface, brain, and intra-cortical lesion can be generated from 

either MRI or CT images using 3D Slicer’s Segmentation and Surface Toolbox modules [14]. Once 

exported as a Wavefront .obj (OBJ) file for use on the HoloLens, HoloQuickNav’s application’s 

Patient Manager displays a list of all sets of anatomical models which are available on the HoloLens 

once they have been stored on the device as OBJ files (Figure 9). In addition to storing the models 

as OBJ files, an eXtensible Markup Language (XML) file was created and stored on the HoloLens 

for each set of OBJ files. XML is a self-descriptive file format used for storing and transporting 

data. Its use with the application allows to the software to programmatically determine all files 

which are stored on the HoloLens’s local storage that are associated with a given study by providing 

the file paths and names for each required model in the view to be displayed. 

 

Figure 9. HoloQuickNav’s Patient Manager showing a preview of all models on the device. This 

image shows the skin surface, brain, and intra-cortical lesion models. This image was captured with 

the real-world environment removed from all images to better visualize the user interface. 
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2.3 Registration Method 

Once loaded (Figure 10), HoloQuickNav allows users to manually register holographic models to 

the phantom by translating and rotating the models using the handheld controller’s thumb-sticks 

(Figure 11a). Users are able to translate or rotate the holographic model interchangeably in each 

direction or about a chosen axis. Once the user is satisfied with the result, they can ‘lock’ the 

registered holographic models in place (Figure 11b). With the registration process complete, the 

user can adjust which models are visible in their view. This allows the visibility of the skin, brain, 

intra-cortical lesion, and any surgical plans or annotations to be set independently. 

 

Figure 10. HoloQuickNav’s main user interface when registering the models to the patient. This 

image shows the skin surface, brain, and intra-cortical lesion models. This image was captured with 

the real-world environment removed from all images to better visualize the user interface. 
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Figure 11. The registration process for HoloQuickNav with (a) the user translating models towards 

the simulated patient and (b) models in place on the simulated patient relative to the user. 
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2.4 Registration Accuracy and Feasibility Study 

A pair of plastic male and female phantoms were used to assess the accuracy of the registration 

method. A series of three 2 mm diameter steel ball bearings were affixed to each phantom on the 

right medial surface as reference markers. Each reference marker was used to assess the registration 

accuracy at a given point on the phantom. A CT scan was acquired of each phantom with the ball 

bearings affixed to it, and all models were created for each phantom to be used with HoloQuickNav. 

The registration of holographic models to each phantom was completed by 13 different participants. 

Ten participants were considered novices as they had little or no previous experience with 

HoloQuickNav or HMD AR technologies. Three participants were considered experts as they had 

a high level of experience with the application or were familiar with HMD AR technologies, such 

as the HoloLens. Prior to commencing the study, participants were briefed and given a 

demonstration on how to use HoloQuickNav. Participants were given five minutes to practice using 

the HoloQuickNav and to learn to use the controls required to register holographic models to the 

phantom. No participants required the full five minutes of practice to become comfortable with the 

HoloQuickNav. 

Participants attempted three registrations on four phantom types, for a total of 12 registrations, over 

two separate sessions. Registrations were completed on a male phantom with and without hair, and 

a female phantom with and without hair (Figure 12). In the first session, participants completed six 

registrations. In a second session, 24 – 48 hours later, participants completed the remaining six 

registrations. The order in which participants completed registrations was randomized. 

Participants started the registration process from a predefined location 0.75 away from the phantom, 

standing straight and comfortably, facing forwards with their head pointed directly towards the 

phantom. While participants were encouraged to move around the space in order to visualize and 

view the holographic models from multiple angles while completing the registration process, before 

finishing each registration, participants were asked to return to the pre-defined starting position. 
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This was done to ensure that all registrations were completed at the same distance from the 

phantom, and that all reported accuracies were acquired from the same position. The distance from 

the phantom distance was defined as such as when used intra-operatively, it is beneficial for 

clinicians to be able to be at close proximity to the patient when using the technology, but not so 

close as to be within the minimum distance for virtual objects for the HoloLens. Microsoft 

recommends a minimum clipping render distance of 0.85 m, and suggests that holographic models 

be viewed between 1.25-5 m. However, it has been reported that in applications where holographic 

models and the user are stationary, objects can be viewed from as close as 0.5 m16. 

 

Figure 12. The male plastic phantom (a) without hair and (b) with hair and the female plastic 

phantom (c) without hair and (d) with hair. 

Following each registration, red markers were revealed on the holographic skin surface model to 

indicate the location of the ball bearings. Participants self-reported the range in which each red 

                                                      

16 Microsoft Corp., Hologram Stability, accessed June 19 2018, https://docs.microsoft.com/en-

us/windows/mixed-reality/hologram-stability 

(a) (b) 

(c) (d) 

https://docs.microsoft.com/en-us/windows/mixed-reality/hologram-stability
https://docs.microsoft.com/en-us/windows/mixed-reality/hologram-stability
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marker was located from each of the ball bearings, using the guide shown in Figure 13. Self-

reporting was required as no camera or external sources are able to see exactly what the participants 

are able to when wearing the HoloLens. The amount of time required for each participant to 

complete each registration was also recorded. 

 

Figure 13. Different ranges of accuracy for self-reported holographic marker placement by users 

in the registration accuracy and feasibility study. 

2.5 Results and Discussion 

Registration accuracies for novice (n = 10 users, n = 120 total registrations) and expert (n = 3 users, 

n = 36 total registrations) users are presented in Table 1 and Figure 14. Times taken to complete 

the registrations for novice and expert users are presented in  

Table 2 and Figure 14. 

A two-tailed Mann-Whitney U Test for independent unpaired samples demonstrated a significant 

reduction in the time taken by experts relative to novices (p < 0.001) to complete registration tasks. 

These results reveal the variability, and the lack thereof, in the ability of users of all experience 

levels to properly register the holographic models based solely on surface features of a plastic 

phantom. Additionally, given the smaller size and therefore less curved surface of the female 

phantom’s head, it is possible that users encountered a more difficult task when attempting to 

accurately register the holographic models to that phantom. Though the registrations that were 

within the acceptable range were comparable, the amount of registrations that into the less accurate 

categories were higher (Figure 15). 
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Table 1. Registration accuracy results. 

 

 

Table 2. Registration task completion times. 

 

 

Group Phantom Type < 2 mm 2–5 mm 5–10 mm > 10 mm 
Within 

Range 

Novice  

(n = 10) 

Male 10% 29% 57% 4% 96% 

Male (hair) 8% 40% 45% 7% 93% 

Female 9% 27% 63% 1% 99% 

Female (hair) 3% 16% 71% 10% 90% 

All 7% 28% 59% 6% 94% 

Expert 

(n = 3) 

Male 40% 30% 30% 0% 100% 

Male (hair) 33% 56% 11% 0% 100% 

Female 15% 25% 49% 11% 89% 

Female (hair) 15% 44% 41% 0% 100% 

All 26% 39% 32% 3% 97% 

All All 12% 30% 53% 5% 95% 

 

 

Group Phantom Type Min. Time [s] Max. Time [s] Mean Time [s] 

Novice 

(n = 10) 

Male 46 315 137 

Male (hair) 58 364 119 

Female 52 307 133 

Female (hair) 58 206 119 

All 46 364 127 

Expert 

(n = 3) 

Male 31 125 72 

Male (hair) 35 111 68 

Female 25 119 82 

Female (hair) 36 92 65 

All 25 125 72 

All All 25 364 114 

 



 

36 

 

 

Figure 14. Bar chart assessment of all registration accuracies (left) and box and whisker plot of all 

registration times (right) for novice and expert participants. 

 

Figure 15. Bar chart assessment comparing male and female phantom registration accuracies for 

novices (left) and experts (right). 
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Novice users were able to register the holographic models within the predefined acceptable range 

of 10 mm 94% of the time, while expert users were able to do the same 97% of the time. These 

results may indicate that the advantage of increased experience with the registration process and 

familiarity with the control scheme reduces the time taken to complete a registration. The range in 

registration times taken by novice users in the study (46-364 s) appears consistent with values 

reported in the literature. Rae et al. reported times between 135-219 s [42] and Frantz et al. reported 

times between 51-165 s [66]. However, this method shows an overall faster and less varied range 

of time (25-125 s) for expert users [42, 66]. These methods may also be applicable for registration 

tasks in other types of surgery, as manual registration methods based on aligning surface features 

have previously been trialled intra-operatively in extremity reconstruction surgery and observed 

similar registration times with a reported range of 60-120 s [75]. However, while the registration 

times obtained in this registration study by expert users are lower than most reported values in the 

literature, it is possible that these results may be attributed to not only the control scheme that was 

developed but to the level of user experience with this software or the familiarity with AR 

technologies. 

2.6 Summary 

This chapter has presented the methodology for design, implementation and preliminary feasibility 

testing of an AR application, HoloQuickNav, for intra-operative guidance and planning in 

neurosurgery. This application includes functionality for automatic management of patient models 

for display intra-operatively or in a simulated training environment. Additionally, it includes 

functionality for performing a manual registration to overlap the holographic models with the 

patient, be it simulated or real. 

Thorough testing and validation were conducted to ensure that our application is sufficiently 

accurate and feasible for intra-operative use. This was done by ensuring that our registration method 

was able to consistently be performed in a timely manner while achieving the required level of 
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accuracy. These validations confirmed that our method was able to meet the required levels of 

accuracy for a manual registration in a time which was comparable, if not faster to what has been 

seen in the literature. 
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Chapter 3 

Intra-operative Planning and Target Localization 

3.1 Study Design 

The intra-operative planning and target localization study was conducted as a prospective cohort 

study. The study was approved by the Queen’s University Health Sciences and Affiliated Teaching 

Hospitals Research Ethics Board (see Appendix A, Appendix B). Voluntary enrollment and signed 

consent were obtained prior to each procedure from patient subjects as well as from each attending 

neurosurgeon and trainee participant. Clinical feasibility of the HoloQuickNav system and software 

was tested in an operating room environment with human patients. This work sought to assess 

whether the use of HoloQuickNav better informs surgeons and trainees in their localization of 

optimal drill location and drill angle for neurosurgical procedures through an intraoperative 

performance comparison. Additionally, it was sought to validate if the developed metrics were 

usable for differentiating between trainee and attending neurosurgeon performance in the 

localization of optimal drill location and drill angle. 

3.2 Study Participants and Setting 

Medical students and medical student clerks, general surgery residents, and attending 

neurosurgeons were recruited from the Queen’s University School of Medicine, Queen’s 

University General Surgery residency program and Kingston General Hospital Department of 

Surgery, respectively. The medical students and residents were considered trainees for this study. 

Neurosurgical trainee and attending neurosurgeon outcomes were considered separately in the 

study as knowledge expectation in their neurosurgical planning experience differs. 

The participants performed the study in an operating room once the patient was anesthetized, and 

prior to the patient being draped or the surgery commenced. I was present to facilitate the study 

and answer technical questions about the use of the AR visualization tools; however, questions 
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related to surgical planning, and localization of optimal drill locations or drill angles were not 

answered during the study.  

3.3 Study Protocol 

Fifteen cases which underwent intracranial surgical intervention for drainage of chronic subdural 

hemorrhage, brain tumour resection, or insertion of an external ventricular drain at Kingston 

General Hospital in 2018 were included in this study. Of the 15 cases, 13 were patients with primary 

or secondary brain tumour, one was a patient with subdural hemorrhage, and one was a patient with 

hydrocephalus. 

Inclusion criteria for all cases required that the subject’s age was greater than or equal to 18 years 

old, the subject was able to give informed consent, and the subject was diagnosed with i) a brain 

tumour and will undergo surgical resection of the tumour, ii) a subdural hemorrhage and will 

undergo a surgical intervention, or iii) hydrocephalus and will undergo a surgical intervention. 

Cases were excluded from the study if i) the subject had undergone previous intracranial surgery, 

ii) the patient subject was undergoing an immediate or within 8-hour emergency intervention, or 

iii) the patient subject was unable to provide informed consent. 

Preoperative patient CT or MRI images were used to provide the visualizations for surgical 

planning. All Digital Imaging and Communications in Medicine (DICOM) data was imported into 

a workstation having previously been anonymized and with all identifying patient data removed. 

DICOM is the standard for the communication and management of medical imaging information 

and its related data. Patient images were reviewed by experienced technicians and attending 

neurosurgeons to provide expert opinions on the image segmentations, which, in turn, became the 

resulting holographic models that would be displayed through the HMD to the participants during 

the intra-operative study. 
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Each case had the attending neurosurgeon and trainee plan their procedure using a conventional 2D 

method and an AR method while in the operating room. The 2D method had the participant denote 

the location of the lesion and the trajectory using a pointer tool, with a series of 2D images available 

for reference. The AR method had the participant denote the location of the lesion and the trajectory 

using a pointer tool while wearing a HoloLens running HoloQuickNav. The 2D method required 

participants to use the preoperative patient CT or MRI images alone to plan the location and 

trajectory at which they would create a burr hole. The AR method allowed participants to use and 

view holographic models of the surface anatomy and intra-cortical lesion virtually floating over the 

patient to plan the location and trajectory at which they would create a burr hole. 

Prior to using the AR method in the operating room, participants were shown how to use the 

technology and perform a registration with the handheld controller though a sample case. This case 

allowed them to learn how to interpret and manipulate the holographic models. During this sample 

case, it was explained to the trainees and attending neurosurgeons that they should report drill 

locations and drill angles which were the intended path of the catheter in subdural hemorrhages and 

hydrocephalus, or the in the direction of the desired center of the craniotomy for the brain tumour.   

3.4 Experimental Design 

Once the patient was brought into the operating room, they were anesthetized and positioned for 

surgery. The trainee used the 2D method to identify the lesion and trajectory. The pointer was 

oriented along the desired trajectory while several coloured 3D point clouds of the scene were 

acquired using the Intel RealSense D415 Depth Camera (Intel Corp., Santa Clara, California., 

USA) to determine the drill location and drill angle which were identified by the trainee. Next, the 

attending neurosurgeon used the 2D method to identify the lesion and trajectory. Point clouds of 

the scene were acquired to quantify the attending neurosurgeon’s planned drill location and drill 

angle using the 2D method. I then registered the holographic models to the patient, before allowing 

the trainee or attending neurosurgeon to complete the process before denoting their drill location 
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and drill angle (Figure 16). The trainee then used the AR method to identify the lesion and trajectory 

(Figure 17). Point clouds were acquired of the trainee’s planned drill location and drill angle using 

the AR method. Next, the attending neurosurgeon used the AR method to identify the lesion and 

trajectory (Figure 18). Point clouds were acquired of the attending neurosurgeon’s planned drill 

location and drill angle using the AR method. 

 

Figure 16. Neurosurgeon using the Xbox One Wireless Controller while wearing the HoloLens to 

register the holographic models to a patient. 

Lastly, the neuronavigation system was registered to the patient. The attending neurosurgeon used 

a frameless neuronavigation system, such as the NAV3i (Stryker Corp., Kalamazoo, Michigan, 

USA) or Brain Lab VectorVision (Brainlab, Munich, Germany), to identify an optimal drill location 
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Figure 17. Trainee (right) using the pointer to indicate the drill location and drill angle while 

wearing the HoloLens as a 3D point cloud of the scene is acquired using the Intel RealSense D415 

Depth Camera (left). 

 

Figure 18.  Neurosurgeon (right) using the HoloLens to denote the surgical access point and 

trajectory before commencing surgery. 
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and drill angle. Point clouds are acquired of the attending neurosurgeon’s planned drill location and 

drill angle using the standard neuronavigation system. This drill location and drill angle were used 

as the clinical gold-standard. Should neuronavigation not be used for the surgery, the attending 

neurosurgeon’s drill location and drill angle with the 2D method was defined as the clinical gold-

standard. 

3.5 Data Processing 

To process the acquired 3D point clouds of the surgical scene, each point cloud was opened in 

MeshLab (ISTI-CNR Research Center, Pisa, Italy), a 3D mesh processing software system for 

processing, editing and cleaning large unstructured meshes. Each of the individual point clouds was 

first rendered as a mesh and subsequently filtered to remove extraneous and irrelevant points such 

as those from the operating room’s walls and floor, or any other objects not relevant to the patient’s 

head and the pointer.  

Once all captured 3D point clouds had been converted into a mesh and had been filtered 

appropriately, each mesh was registered to one another using MeshLab’s Align tool to allow for 

the chosen drill location and drill angle to be determined programmatically. The Align tool allows 

the user to perform a ‘Point Based Glueing’ wherein a series of four or more points are defined 

manually to roughly align features on the different meshes. Once an initial ‘Point Based Glueing’ 

has been performed, the Align tool allows users to perform an iterative closest point (ICP) 

registration. This registration was performed using only the facial features in the mesh, and with 

any surgical equipment, the pointer tool, or participant hands excluded. A sample of an aligned 

series of meshes from one of the intra-operative procedures is shown in Figure 19. 

The patient’s skin surface model was then aligned to the meshes so that the pointer-tip and the end 

of the pointer shaft could be marked relative to the skin surface. These models and markings were 

exported from MeshLab as stereolithography (STL) files. These STL files could then be imported  
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Figure 19. Aligned 3D point clouds in MeshLab following a ‘Point Based Glueing’ and ICP 

registration process. The patient’s face and identifying features, though relevant for the registration 

process, are blurred in the image.  

into 3D Slicer, where the points indicating the pointer-tip and end of the pointer shaft were stored 

as Markups Fiducials for computation, and converted to models using the Markups To Model 

extension to visualize the points as shown in Figure 20. 

3.6 Definition and Computation of Performance Metrics 

With the denoted drill location and drill angle defined from the pointer-tip and the end of the pointer 

shaft stored as Markups Fiducials in 3D Slicer, performance metrics could be computed from each 

trainee and attending neurosurgeon as compared to the drill location and drill angle defined by the 

clinical gold-standard.  To compute the metrics described in this section, a custom 3D Slicer module 

was developed which gives the user the ability to select the desired sets of Markups Fiducials to 

compare, and computes all desired metrics based on their selection.  
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Figure 20. Pointer trajectories, shown in yellow, obtained from aligned 3D point clouds shown on 

models of the patient’s intra-cortical lesion, brain and skin surface in 3D Slicer. 

The defined metrics were computed based on the geometric properties of the trajectory from each 

trainee and attending neurosurgeon, and not based on their clinical feasibility or likelihood for 

surgical success. This was done as it was desired to compare how the trainees performed and 

selected trajectories compared to the optimal choice that was produced by the attending 

neurosurgeon at the time of the procedure.   

The comparison was based on four metrics, where two of the metrics measured distances and two 

measured angles. For each of the four defined metrics, an explanation of the metric, the rationale 

for use, and the equation for computation are described in detail below. A visual representation of 

the metrics is given in Figure 21.  
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Figure 21. 3D models of surface anatomy, brain, intra-cortical lesion, and user-defined trajectories 

from one localization task in the simulated study. The black point shows the lesion’s geometric 

center; the green line shows the clinical gold-standard drill location and drill angle; the red line 

shows the participant’s drill location and drill angle; the yellow line shows the trajectory from the 

participant’s drill location to lesion’s center; the blue line shows the drill-tip distance; the white 

line shows the distance to lesion; the purple arc shows the drill angle error; the orange arc shows 

the angle to lesion. 

3.6.1 Drill-tip Distance 

The distance between participant drill-tip location and clinical gold-standard drill-tip location (drill-

tip distance) was measured. This represented the distance that the participant was from the clinical 
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gold-standard. Drill-tip distance was computed as the Euclidean distance between i) the 

participant’s pointer-tip location and ii) the clinical gold-standard drill-tip location.  

Where the point A represents the location of the pointer-tip, and the point B represents the location 

of the clinical gold-standard drill-tip, drill-tip distance is: 

Drill-tip distance =  √(𝐴𝑥 − 𝐵𝑥)2 + (𝐴𝑦 − 𝐵𝑦)2 + (𝐴𝑧 − 𝐵𝑧)2 

3.6.2 Distance to Lesion 

The distance between participant drill trajectory and the lesion’s center as defined by the clinical 

gold-standard (distance to lesion) was measured. This represented the distance that the participant’s 

trajectory was from intersecting the center of the lesion. Distance to lesion was computed as the 

closest distance between a line and a point. The line used was defined by the participant’s pointer-

tip location and the end of the pointer shaft and the point used was that defined in the center of the 

lesion by the clinical gold-standard.  

Where the point A represents the location of the pointer-tip, the point B represents the location of 

the end of the pointer shaft, and the point C represents the location of the center of the lesion as 

defined by the clinical gold-standard, distance to lesion is: 

Distance to lesion =  
|(𝐵 − 𝐴) × (𝐴 − 𝐶)|

|𝐵 − 𝐴|
 

3.6.3 Drill Angle Error 

The angle between the participant drill trajectory and clinical gold-standard drill trajectory (drill 

angle error) was measured. This represented the angular error in the participant’s trajectory relative 

to the clinical gold-standard. Drill angle error was computed as the angle between the vectors i) 

defined by the participant’s pointer-tip location and the end of the pointer shaft and ii) defined by 

the clinical gold-standard drill-tip location and the center of the lesion given by the clinical gold-

standard. 
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Where the vector A is formed by the participant’s pointer-tip location and the end of the pointer 

shaft, the vector B is formed by the clinical gold-standard drill-tip location and the center of the 

lesion as defined by the clinical gold-standard, drill angle error is: 

Drill angle error =  cos−1 (
𝐴 ∙ 𝐵⃗⃗

‖𝐴‖‖𝐵⃗⃗‖
) 

3.6.4 Angle to Lesion 

The angle between the participant drill trajectory and trajectory between the participant access point 

and the lesion’s center (angle to lesion) was measured. This represented the angular error if the 

participant’s pointer-tip was assumed to be optimal, in the participant’s trajectory relative to the 

center of the lesion given by the clinical gold-standard. Angle to lesion was computed as the angle 

between the vectors i) defined by the participant’s pointer-tip location and the end of the pointer 

shaft and ii) defined by the participant’s pointer-tip location and the center of the lesion given by 

the clinical gold-standard. 

Where the vector A is formed by the participant’s pointer-tip location and the end of the pointer 

shaft, the vector B is formed by the participant’s pointer-tip location and the center of the lesion as 

defined by the clinical gold-standard, angle to lesion is: 

Angle to lesion =  cos−1 (
𝐴 ∙ 𝐵⃗⃗

‖𝐴‖‖𝐵⃗⃗‖
) 

Completion time was not measured in this study. Though efficiency will be relevant for a fully-

fledged training curriculum, it was not relevant for determining if AR was suitable for creating a 

teaching platform and for determining if the overall performance metrics could be differentiated 

between trainees and attending neurosurgeons. 
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3.7 Statistical Analysis 

The ability to measure and use participant performance metrics to distinguish between levels of 

competency were the primary outcome measures of this study. This was done by comparing the 

performance metrics of trainees and attending neurosurgeons and by determining whether the use 

of AR technology better informs the wearer where to place their surgical drill and at what angle to 

drill in to achieve the optimal surgical trajectory. Drill locations and drill angles identified by 

trainees and attending neurosurgeons were directly compared by observing performance using the 

2D and AR methods as compared to the defined clinical gold-standard for the three aforementioned 

types of neurosurgical procedures. The position of the craniotomy or burr hole and the trajectory 

to the lesion using this standard of care technique were considered controls. 

The performance results of trainees and attending neurosurgeons were compared between each of 

the 2D and AR methods to determine if the use of AR was beneficial to their performance. The 

performance results of the 2D and AR methods were compared between trainees and attending 

neurosurgeons to determine if the developed metrics were capable of distinguishing different levels 

of competency.  

3.8 Results and Discussion 

Differences between metrics computed from the 2D and AR methods for trainees and attending 

neurosurgeons were tested using a two-tailed Mann-Whitney U test. Results for each metric are 

presented as mean [minimum–maximum]. P-values only given for significant results. Trainee (n = 

15) and attending neurosurgeon (n = 15) performance in the study is summarized in Table 3. 

Differences between trainees and attending neurosurgeon performance when using the 2D and AR 

methods were tested using a two-tailed Mann-Whitney U test. Results for each metric are presented 

as mean [minimum–maximum]. P-values only given for significant results. Trainee (n = 15) and 

attending neurosurgeon (n = 15) performance for each planning method is summarized in  
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Table 4. 

Table 3. 2D and AR method performance comparison. 

 

 

Table 4. Trainee and attending neurosurgeon performance comparison. 

 

The intra-operative study provides a proof of concept that the HoloLens and HoloQuickNav may 

have the potential to be used for identifying optimal drill locations and drill angles in neurosurgical 

procedures. While changes in performance were observed in the trainee group, only one of four of 

these differences were statistically significant. There were measurable changes between the 

neurosurgeon group as well, however, these changes were smaller in magnitude and not statistically 

significant. As such, while the HoloLens may provide neurosurgeons with enhanced visualizations 

 

 Metric 2D Method AR Method p 
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ee

 

Drill-tip distance [mm] 33 [13–68] 21 [2–44]  

Distance to lesion [mm] 19 [5–49] 13 [1–43]  

Drill angle error [°] 37 [9–84] 29 [11–57]  

Angle to lesion [°] * 29 [4–67] 17 [1–53] 0.03 

A
tt
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d
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eu
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n
  Drill-tip distance [mm] 13 [5–28] 10 [4–21]  

Distance to lesion [mm] 11 [4–20] 10 [3–20]  

Drill angle error [°] 18 [3–28] 18 [2–35]  

Angle to lesion [°] 13 [5–27] 13 [3–36]  

* Indicates significance between 2D and AR metrics in a participant group. 

 

 

 Metric Trainee 
Attending 

Neurosurgeon 
p 

2
D

 M
et

h
o
d

 Drill-tip distance [mm] * 33 [13–68] 13 [5–28] 0.001 

Distance to lesion [mm] 19 [5–49] 11 [4–20]  

Drill angle error [°] 37 [9–84] 18 [3–28]  

Angle to lesion [°] * 29 [4–67] 13 [5–27] 0.009 

A
R

 M
et

h
o
d

 Drill-tip distance [mm] * 21 [2–44] 10 [4–21] 0.011 

Distance to lesion [mm] 13 [1–43] 10 [3–20]  

Drill angle error [°] * 29 [11–57] 18 [2–35] 0.032 

Angle to lesion [°] 17 [1–53] 13 [3–36]  

* Indicates significance between trainee and attending neurosurgeon metrics for a given planning method. 
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of patient anatomy and potentially reduce the level of difficulty for a given procedure, our results 

show that it does not significantly affect their ability to form a surgical plan when compared to 

conventional methods. Changes in performance are observed between trainees and attending 

neurosurgeons when using a given planning method, with two of four differences in metrics being 

statistically significant for both the 2D and AR methods.  

CBME compliant metrics must be relevant, valid, objective, and transparent. From our study, it is 

clear that our metrics are relevant. Creating a burr hole in any of our target procedures is a key task 

wherein the learning objectives involve selecting the proper location of the drill site on the skull, 

and the key performance metrics require a burr hole placed in the acceptable region and an 

appropriate perforation angle at the surface [76]. The proposed metrics are valid, as they can 

differentiate between trainees and attending neurosurgeon skill levels, as seen in  

Table 4, and shown most clearly through the Drill-tip distance, Drill angle error, and Angle to lesion 

metrics. The proposed metrics are objective, as they are computed directly from the geometric 

properties of the user’s drill location and drill angle localization with respect to the optimal. 

Additionally, the metrics are transparent, as they are simple to interpret geometrically and the 

concept surrounding the choice of metric is clear. However, our defined metrics can not measure 

surgical outcomes and have no defined threshold for determining success. Though they appear 

clinically relevant, it is not clear if the improvements in performance observed while using the 

HoloLens have any effect on the success of the procedure or to patient outcome. 

Through the period in which the study was conducted, 19 cases met the study’s inclusion criteria 

and were available for patient enrolment. Fifteen cases were attended, in the remaining four cases; 

one patient did not consent to participate, one case could not be completed due to technical 

problems with the HoloLens, and two cases could not be completed due to the absence of required 

research personnel. As such, cases were not selected based on perceived difficulty or potential 

results. However, it is clear that additional cases are required to determine whether experts can 
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benefit from this technology by adapting it to their routine, or if it is primarily of benefit to less 

experienced operators in achieving better accuracy at an early phase of their learning curve. 

3.9 Summary 

This chapter has presented the design and methodology for an intra-operative assessment of trainee 

and attending neurosurgeon performance, and a validation of the developed metrics. This work has 

validated a study protocol, intra-operative workflow, data collection and processing pipeline for 

using and evaluating AR technology in a clinical environment. 

With the performance of trainees and attending neurosurgeons having been successfully assessed, 

it has become clear that the defined metrics are relevant, valid, objective, and transparent. These 

metrics are also capable of differentiating between different levels of expertise, a key factor that is 

required for CBME compliance. 
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Chapter 4 

Simulated Target Localization  

4.1 Study Design 

To assess the effectiveness of HoloQuickNav for optimal drill location and drill angle identification 

in a medical education setting, a simulated-based phantom study was conducted to assess the 

performance of the software compared to other conventional medical image visualization methods. 

Seven medical student trainees were recruited from the Queen’s University School of Medicine to 

localize drill locations and drill angles on a phantom using three different visualization methods. 

All medical students had little or no prior simulated or clinical surgical experience. 

The three visualization methods consisted of a computer display with 2D CT or MRI images (2D 

method) (Figure 22a), a computer display with 2D CT or MRI images and a 3D visualization of the 

phantom’s skin surface, brain, and intra-cortical lesion (3D method) (Figure 22b), and a 3D 

holographic visualization of the phantom’s skin surface, brain, and intra-cortical lesion shown on 

a HoloLens running HoloQuickNav (AR method) (Figure 22c). Each visualization displayed an 

annotated surgical path, defined by an attending neurosurgeon, to be localized by the participants 

during the study. In the 2D images, the annotated surgical path was indicated by a red line shown 

on the images. In the 3D view and holographic visualizations, the surgical path was indicated by a 

model of a red cylinder. 

4.2 Experimental Setup 

An optical tool tracking setup was implemented using a series of four OptiTrack Prime 17W 

cameras (NaturalPoint Inc., Corvallis, Oregon, USA) to record the drill locations and drill angles 

during each trial. A series of optical tracking markers were affixed to the phantom and pointer tool 

to capture participant localizations. The PLUS Server Application software interface for hardware 

components [16] was used to acquire and send tracking data to 3D Slicer via the OpenIGTLink 
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network protocol [15]. Within 3D Slicer, all pose information was recorded using the Sequence 

Browser module within the Sequences extension [14].  

 

Figure 22. Views of visualizations provided to the user in the phantom study while using the (a) 

2D Method, (b) 3D Method, and (c) AR Method in an image series used in the study. 
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Participants were assigned a set of 14 image series; each series was used with only one of the three 

visualization methods, and all trials were completed in a random order. The images and associated 

models were deformably registered to the phantom used as a phantom for the study. Participants 

were able to browse through the images and models displayed in the various visualization methods. 

Additionally, participants were timed and given a target time to complete each target localization 

of two minutes. They were not stopped if they had not completed the task within two minutes. In 

each trial, participants localized the drill location and drill angle to the best of their ability based 

on the information shown on the computer display or on the HoloLens using the optically tracked 

pointer tool. 

Denoted drill locations and drill angles were compared to that which was defined by an attending 

neurosurgeon prior to the study. Following the study, operators answered a subjective 

multidimensional questionnaire to assess the workload and effectiveness of the 2D, 3D, and AR 

methods. This questionnaire was based on the NASA Task Load Index, a subjective and 

multidimensional assessment tool that rates the perceived workload for assessing a task’s 

effectiveness [77]. 

4.3 Data Processing 

To process the acquired pose information that was collected during all sessions of the simulated 

target localization study, the points indicating the target drill location and drill angle and the 

participant’s pointer-tip and end of the pointer shaft were stored as Markups Fiducials for 

computation, similarly to the procedure in Section 3.5 (Data Processing). Each of the target drill 

locations and drill angles, defined by an attending neurosurgeon (Figure 23a), were annotated to 

mark a point at the center of the target, and at the surgical access point – where the drill-tip would 

be placed (Figure 23b). Next, each participant denoted drill location and drill angle (Figure 23c) 

was converted to two points; the pointer-tip and the end of the pointer shaft (Figure 23d). 
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Figure 23. Views in 3D Slicer of the phantom head and deformably registered brain and intra-

cortical lesion models for one trial of the simulated study showing (a) the target drill location and 

drill angle (red line) as defined by an attending neurosurgeon, (b) the Markups Fiducials annotating 

the target within the intra-cortical lesion and the drill location, (c) the participant’s pointer (blue 

line) denoted drill location and drill angle relative to the target drill location and drill angle, and (d) 

the Markups Fiducials annotating the pointer-tip and the end of the pointer shaft. 

4.4 Definition and Computation of Performance Metrics 

In this study, the comparisons were based on the same metrics described in Section 3.6 (Definition 

and Computation of Performance Metrics), with the exception that the clinical gold-standard in 

each case was not defined in the operating room at the time of the study, but had been previously 

denoted by an attending neurosurgeon on the phantom prior to the study. Metrics were computed 

using the same custom 3D Slicer module that was previously developed and discussed. 

(a) (b) 

(c) (d) 
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Additionally, the completion time was recorded for each localization to provide a sense of time 

pressure between the different visualization tasks for participants. 

4.5 Results and Discussion 

A summary of the participant (n = 7) metrics from their localizations (n = 14 per participant) using 

the 2D, 3D and AR methods are presented in Table 5. Results are presented as mean [minimum–

maximum]. 

Table 5. 2D, 3D, and AR method performance summary. 

 

Differences between the computed metrics from each of the different visualization methods were 

tested using the Mann-Whitney U test, using Bonferroni correction for multiple tests (α = 0.01). 

Resulting p-values from each statistical test are presented in Table 6. 

Table 6. Pairwise performance comparison of 2D, 3D, and AR method target localization metrics. 

 

Participants localized a drill location and drill angle. Participants localized these on the correct side 

of the phantom’s head in 67% of tasks using the 2D method, 97% of tasks using the 3D method, 

 

Metric 2D Method 3D Method AR Method 

Drill-tip distance [mm] 65 [8–156] 26 [3–171] 12 [2–26] 

Distance to lesion [mm] 29 [5–80] 18 [1–58] 12 [1–23] 

Drill angle error [°] 63 [2–173] 24 [1–151] 8 [1–19] 

Angle to lesion [°] 30 [8–75] 31 [1–106] 17 [2–55] 

Completion time [s] 126 [41–225] 75 [17–171] 42 [15–126] 

 

 

Metric 2D v. 3D 2D v. AR 3D v. AR 

Drill-tip distance 0.003* < 0.001* 0.008* 

Distance to lesion 0.007* < 0.001* 0.047 

Drill angle error 0.004* < 0.001* < 0.001* 

Angle to lesion 0.57 < 0.001* 0.034 

Completion time < 0.001* < 0.001* < 0.001* 

* Indicates significance at the Bonferroni corrected alpha value. 
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and 100% of tasks using the AR method. Furthermore, participants localized the drill location and 

drill angle within the target time of two minutes in 55% of tasks using the 2D method, 88% of tasks 

using the 3D method, and 97% of tasks using the AR method. These values are particularly 

encouraging when looking not only at the skill of drill location and drill angle localization but at 

one which is even more fundamental; that of correctly interpreting the orientation of a series of CT 

or MRI images. As only 67% of the trials completed using the 2D Method saw the participant 

localize a trajectory on the correct side of the phantom, it stands that several of the medical students 

who were recruited as participants lack this fundamental skill. However, when given access to the 

imaging alongside 3D or AR visualizations, this increased to 97% and 100% respectively.  

The simulated study demonstrated significant improvements in performance when users completed 

their drill location and drill angle localizations using the 3D and AR methods when compared to 

traditional 2D methods. This result is consistent with the literature wherein 3D and AR 

visualizations better facilitate and provide benefits to a user’s perception of spatial relations 

between images or models on a screen and real-world objects, such as patients or phantoms [39]. 

Additionally, the study demonstrated significant improvements over the 3D method when using 

the AR method, most saliently with a reduction in the mean completion time of over 40% between 

the two methods. This illustrates the potential impact of augmented environments and AR 

technology for increasing the efficiency of surgical planning intra-operatively.  

The variability in space of the holographic models produced by the HoloLens as the user moves 

has been estimated to be approximately 5 mm [78]. The error attributed to the registration process 

was 5–10 mm over 50% of the time, when performed by novices. It is of note that the mean distance 

to the preplanned drill location for trainees in a simulated training environment (12 mm) and 

clinical setting (21 mm) were higher than these values, even when the variability and registration 

error are combined. This reveals that participants were not able to mitigate the holographic 

instability. While it is valuable to see that some trainees were able to localize the access points 
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within the range of the variability and registration error, at present this error is still too high for 

clinical use. The holographic variability, registration processes, and training that accompany this 

technology must be improved before use for decision making on patients can begin. However, 

given the HoloLens’s ability to provide direct 2D and 3D visualizations in the operative field, this 

type of technology may prove beneficial for simulation and training of medical students and 

surgical residents in simulated and clinical settings. As such, the HoloLens and related AR HMD 

technologies may hold potential for training and simulation-based education or planning of various 

neurosurgical procedures [63, 75, 79]. 

A summary of responses to the post-study questionnaire is given in Figure 24. Responses showed 

that, on average, users felt the AR method was less mentally demanding, less hurried or rushed, 

more successful, and required users to work less hard than the 2D and 3D methods. The AR method 

was comparable to the 3D method in terms of how discouraged, irritated, stressed or annoyed it 

made the users. It was comparable to the 2D and 3D methods in terms of how physically demanding 

the task was. These results illustrate that in addition to quantitatively allowing participants to 

perform better, they also underwent less mental work and were under less time pressure while 

performing at overall higher levels of performance. The positive results from the questionnaire 

highlight the potential for this technology to be used in surgical applications or simulation-based 

approaches for teaching skills and building confidence in trainees. 

Lastly, a limitation of both the simulated and clinical studies involved the recruitment of all 

participants from the same institution. Trainees were recruited from the Queen’s University School 

of Medicine and Queen’s University General Surgery residency program and most had little or no 

prior experience with HMD AR technology or with surgical planning. Furthermore, many trainees 

in the simulation study had little to no experience in reading and interpreting medical images. To 

further demonstrate these results, future studies would be required at multiple institutions with  
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Figure 24. Min-max-average assessment of post-study questionnaire responses. 

participants of all skill levels. In both this study, and in the clinical feasibility study, the sample 

size is a further limitation to illustrating statistical power. 

4.6 Summary 

This chapter has presented the design and methodology for a simulation-based education study, 

wherein the performance of trainees in localizing drill locations and drill angles with AR and two 

other conventional visualization methods was assessed. This work validated the utility of AR in 
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reducing the difficulty of the target localization task while aiding participants in increasing their 

performance. 

With the performance and utility of AR having been assessed compared to two other conventional 

visualization methods, it is clear that AR was able to provide sufficient decision making support to 

improve trainee performance. Additionally, AR facilitated the process of localizing targets on 

simulated patients in a manner which was less demanding and less difficult for participants.  
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Chapter 5 

Future Work and Conclusions 

5.1 Future Work 

The proposed system shows promise for use in a neurosurgical training curriculum. This 

technology can be used as a training platform which would allow trainees to have their 

improvements monitored relative to established performance benchmarks, using the established 

and demonstrated metrics that have been presented, as they progress through a curriculum to aid 

them in planning and targeting neurosurgical procedures. This system, and training with it, stands 

to have the greatest impact in the first and second stages of CBME-based residency programs as 

trainees begin a transition into their position, and gain foundational skills. The first stage, ‘transition 

to discipline’, focuses on the orientation and assessment methods of a trainee. The second stage, 

‘foundations of discipline’, ensures that the broader competencies required for success in the field 

are covered before the trainee may progress to the final stages, ‘core of discipline’ and ‘transition 

to practice’. In the first two stages, promoting a method for objective performance assessment in a 

foundational skill, such as determining and localizing a drill location and drill angle, may be of 

critical importance to a trainee’s progression and learning. 

For practical curriculum development, there are two changes this platform would require. First, 

metrics must be computed from a clinical gold-standard that is derived from a consensus of expert 

attending neurosurgeons. This will ensure that instead of needing to match exactly with the optimal 

trajectory defined by one attending neurosurgeon, at the time of the procedure, trainees will seek 

to ensure their trajectories fall into a 3D cone of consensus. This cone could be defined to ensure 

that all expert trajectories are encapsulated, or it could be defined as the mean of all expert 

trajectories with a tolerance of one standard deviation. In this sense, the essence of the metric is 

unchanged, but the computation and tolerance for establishing competence are modified. Secondly, 
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determining the number and frequency of simulated training sessions required on the path to 

competency will be critical to ensuring the developed curriculum gives trainees the ability to 

practice until they become entrustable. 

This technology may allow methods for providing objective and measurable feedback as these 

metrics are geometric in nature. This ensures that trainees can practice the development of this 

skillset autonomously without expert supervision – an important component of the competency-

based medical education paradigm that is rapidly evolving at medical schools around the world. By 

ensuring that trainees select a trajectory within the cone of consensus, it could be confirmed the 

trainee has selected an appropriate trajectory. Given the metrics that were established for drill 

location and drill angle localization are not neurosurgery-specific and the setup is readily replicable, 

it is foreseeable that this system could be used for the analysis of planning and targeting 

effectiveness in other surgical specialties.  

As the HoloQuickNav platform is now available – and has been validated for simulated training 

and intra-operative use – I propose that in future work, a curriculum consisting of a series of 

simulation-based training sessions be developed. The AR platform must be compared against 

existing learning tools and visualization methods for achieving competence in neurosurgical 

planning. It must be assessed whether this technology allows trainees to reach competency sooner 

or with reduced cognitive effort than with other methods. 

5.2 Conclusions 

The results obtained in this work indicate that our HMD AR technology can measurably improve 

surgical planning and target localization in clinical and simulated training settings for trainees. The 

feasibility and usefulness of the HoloLens were validated for identifying optimal drill location and 

drill angle in a clinical environment, and this work has led to the development of metrics which 

allow for significant differentiation between levels of competence in multiple areas. Furthermore, 
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trainees rate this technology equally or more helpful compared to conventional visualization 

methods. 
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Appendix A 

Copy of Research Ethics Board Approval 

The below document is a copy of the Queen’s University Health Sciences & Affiliated Teaching 

Hospitals Research Ethics Board initial approval letter for the study entitled “Assessing the utility 

of holographic visualization for neurosurgery”. 
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Appendix B 

Copy of Research Ethics Board Amendment 

The below document is a copy of the Queen’s University Health Sciences & Affiliated Teaching 

Hospitals Research Ethics Board amendment letter for the study entitled “Assessing the utility of 

holographic visualization for neurosurgery”. 
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