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ABSTRACT  
PURPOSE: Augmented reality systems have been proposed for image-guided needle interventions but they have 
not become widely used in clinical practice due to restrictions such as limited portability, low display refresh 
rates, and tedious calibration procedures. We propose a handheld tablet-based self-calibrating image overlay 
system. 
  
METHODS: A modular handheld augmented reality viewbox was constructed from a tablet computer and a 
semi-transparent mirror. A consistent and precise self-calibration method, without the use of any temporary 
markers, was designed to achieve an accurate calibration of the system. Markers attached to the viewbox and 
patient are simultaneously tracked using an optical pose tracker to report the position of the patient with respect 
to a displayed image plane that is visualized in real-time. The software was built using the open-source 3D 
Slicer application platform’s SlicerIGT extension and the PLUS toolkit. 
 
RESULTS: The accuracy of the image overlay with image-guided needle interventions yielded a mean absolute 
position error of 0.99 mm (95th percentile 1.93 mm) in-plane of the overlay and a mean absolute position error of 
0.61 mm (95th percentile 1.19 mm) out-of-plane. This accuracy is clinically acceptable for tool guidance during 
various procedures, such as musculoskeletal injections.  
 
CONCLUSION: A self-calibration method was developed and evaluated for a tracked augmented reality 
display. The results show potential for the use of handheld image overlays in clinical studies with image-guided 
needle interventions. 
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1. PURPOSE 
 

Inserting a needle percutaneously under Computerized Tomography (CT) or Magnetic Resonance Image (MRI) 
guidance is common practice for several medical procedures, such as biopsies and musculoskeletal injections. 
Given the current clinical standard for image-guided insertions, clinicians typically acquire multiple volumetric 
images while inserting the needle to find a suitable orientation, location and trajectory and assess progression. 
Multiple image acquisition leads to longer treatment times, increased patient discomfort and increased radiation 
exposure. Acquiring a single volumetric image and showing it in three dimensions at an actual position inside 
the patient would allow the clinician to see the target and insert the needle similarly to the way it would be done 
in transparent material.  
 
Early versions of such image overlay systems for image-guided needle interventions were mostly static [1, 2] and 
the clinician could not easily reposition the virtual display when the system was in use.  These systems were 
fixed to the CT or MR imaging system or placed on a floor-mounted frame above the patient table. The 
mounting process of these systems required complex setup procedures and were prone to misalignment from 
unintentional contact with the hardware [3]. The static system limited access to the patient and did not allow for a 
full range of clinically relevant tool trajectories. 

 
The first mobile image overlay systems consumed much of the useful operating room floor space, as a counter-
balanced arm was necessary to support the display [3]. Anand et al. designed a mobile image overlay system with 



the goal of reducing the system’s overall weight [3]. Use of a tablet computer to display the re-sliced image 
allowed the system to be handheld and completely wireless. The MicronTracker H3-60 (Claron Technology Inc., 
Toronto, Ontario, Canada) passive optical tracking camera was connected to a host computer and obtained 
position data. The tablet computer connected wirelessly to the host computer, received the re-sliced image, and 
displayed it. This lead to low frame rates on the tablet screen as large amounts of data had to be transferred 
between the host computer and the tablet itself. The design of the hardware for the system was fixed, and could 
only be attached onto one type of tablet display. This system also required the use of temporary markers for its 
calibration process. These markers were simply placed on the device and used to calculate the intermediate 
transforms for the viewbox to virtual calibration marker transform. Given that this temporary marker was not 
fixed in place on the viewbox of the pervious iteration, the calibration was variable. 

 
The primary goal of our work was to create a handheld tablet computer based mobile image overlay system with 
an automatic calibration process, a modular viewbox design, and make it a self-contained system. Our model of 
the mobile image overlay system allows self-calibration without the use of any temporary markers to achieve a 
consistent and precise calibration method. Using an adaptable and modular design also allows for different tablet 
computers to be used interchangeably. We have also made the system increasingly self-contained, requiring only 
the tracking information to be sent to the tablet computer via a wireless network. 
 

2. METHODS 
 

2.1 System description 
 
A handheld viewbox, which attaches the mirror to the tablet and holds the optical markers, was designed to grip 
onto a tablet computer and a semi-transparent mirror. The viewbox is equipped with optical markers on the sides 
to determine the pose of image overlay plane at all times during the procedure. Another optical marker is fixed 
onto the phantom or patient for registration of scanned images and the viewbox with respect to the phantom or 
patient’s position. These markers are optically tracked using the MicronTracker optical tracker to give the 
position of the viewbox, and the phantom or patient, with respect to an overlaid image plane. The tracking 
information from the MicronTracker optical tracker is then sent from a laptop computer to a tablet computer via 
wireless network. As we are only transferring position measurement data, the network bandwidth is not critical 
in our system.  
 
Once the tracking data is available on the tablet computer, a 
CT scan of the phantom is registered to the patient marker 
using landmark registration. Next, an image slice 
corresponding to the position of the virtual overlaid image 
is computed in real-time based on the pose information 
provided by the tracker and displayed on the tablet 
computer’s screen. The overall design required a system that 
can be handheld, and could be setup by one user without any 
programming required Only the MicronTracker optical 
tracker should need floor space in our setup, allowing the 
overall footprint of the system to be reduced. The system 
should be compact enough so to be hand-held by the 
physician and used for exploration of the image volume 
over the patient. 

 
2.2 Design 
 
The viewbox for the mobile image overlay system was 
designed using SolidWorks 2015 SP03 (Dassault Systèmes, 
Vélizy, France) and 3D printed with ABS-M30 Production 
Grade Thermoplastic in a Dimension 1200es SST (Stratasys 
Inc., Eden Prairie, Minnesota, U.S.A.) rapid prototyping 

 Figure 1: Viewbox mechanical design. 



system for use with a 12” Surface Pro 3 (Microsoft Corporation, Redmond, Washington, U.S.A.) tablet computer 
(Figure 1). 
 
The viewbox design is modular and has reusable and replaceable parts for use with other tablet computers. The 
design includes six parts that are compatible with other tablet computers and three parts that are unique to the 
size of the device. Parts are fastened together and then attached to the tablet computer. A 17.7 cm by 12.5 cm 
glass beamsplitter (Edmunds Optics Inc., Barrington, New Jersey U.S.A.) is used as semi-transparent mirror.  
 
The optional upper frame can be attached to the tablet computer as well, and is compatible with Video 
Electronics Standards Association (VESA) MIS-B and MIS-C wall mountable interfaces, should a wall or 
ceiling mount be required. For the handheld setup, the upper frame is not required. There are attachments for a 
handle interface on the side of the lower mount.  
 
2.3 Calibration process 
 
The system’s calibration process has two components. The first is the calibration of the system itself (Figure 2), 
and the second is the calibration of the system to the patient, which is a separate and one-time per patient 
procedure. 
 

2.3.1 System calibration 
 
Three optically tracked markers are needed for the automatic calibration process. The viewbox is equipped with 
removable and interchangeable optically tracked markers on either side of the screen and optically tracked 
markers are also displayed on the tablet computer’s screen and the virtual overlay plane. During the calibration 

Figure 2: Coordinate system diagram of the required transforms for the calibration 
process of the system. 



process, the system is moved through space to calculate and register the required transforms. These transforms 
allow us to determine where the markers are relative to the virtual image.  We utilize the capability of the 
MicronTracker optical tracker to recognize black and white patterns. These markers are printed on the side of 
the viewbox; additional screen-rendered markers are displayed on the tablet computer’s screen and visible in the 
virtual image (Figure 3). These markers are 
captured and recognized using the template 
identification feature before beginning the 
calibration process. This ensures that the 
MicronTracker optical tracker will be tracking 
the correct markers at run time, should other 
tools be present in the workspace.  
 
The transform VCMTVB, between the image 
overlay plane virtual calibration marker 
(VCM) and the side of the viewbox (VB) is 
calculated by the application of two 
transforms. The first, VCMTCM, is the transform 
between the image overlay plane virtual 
calibration marker and the rendered screen 
calibration marker (CM). The second, CMTVB, 
is the transform between the rendered screen 
calibration marker and the side of the 
viewbox. Our resulting transform, VCMTVB, is 
the product of VCMTCM × CMTVB. 
 
As seen in Figure 2, the rendered markers are displayed at an angle. This prevents the MicronTracker optical 
tracker from assuming that the two markers are orthogonal in any plane when it is tracking them during use. It 
was determined that the markers needed to be offset by seven (7) degrees before the MicronTracker optical 
tracker would no longer see them as orthogonal. The final transform required to operate the system is used to 
correct for this. From calibrating the image overlay plane at a 7-degree angle, we need to correct the image and 
ensure that it is displayed at the correct angle. This requires the calculation of the CVTVCM, which is computed by 
the module during calibration and is applied in the overall transform hierarchy. 
 
 
2.3.2 Patient registration 
 
To complete the registration process, the location of the patient is registered to an attached reference marker 
with an optically tracked stylus. The scanned image volume is then applied and registered to a patient by 
overlapping the probed points with those same points in the scanned image. The position of the image overlay 
plane with respect to the patient is determined by the real time calculation of VCMTREF. This transform is 
calculated by multiplying the transform between the side of the viewbox and the patient reference (REF), 
VBTREF, by the resulting transform from the calibration process, VCMTVB. This gives us the transform between the 
image overlay plane virtual calibration marker and the patient marker, VCMTREF, as the product of VCMTVB × 
VBTREF. 
 
2.4 3D Slicer module development 
 
A custom 3D Slicer [5] module was developed for the system (Figure 4). It is contained in the image overlay 
system module of the overall software architecture, as seen in Figure 5. The Image Overlay module was 
implemented in the Python programming language as a scripted module within 3D Slicer. The module has two 
core functionalities, the first being the functionality for the self-calibration process, and the second being used 
for the visualization of the re-sliced image. 
 
2.4.1 Self-calibration 

Figure 3: Calculation of the Calibration Marker (CM) to 
Virtual Calibration Marker (VCM) transform and of the 
Viewbox (VB) to Calibration Marker (CM) transform. 



 
The calibration functionality of the module has two distinct features. The first is used for the rendering of the 
calibration marker, and the second is used for calculating the remaining required transforms after VCMTCM and 
CMTVB have been calculated. 
 

Through a simple graphical interface, the module allows the user to input the size of the calibration marker to be 
drawn on screen for the self-calibration process. Once input is given, the module draws the marker to the 
specified by rendering an image volume. This image volume is then shown on the tablet computer’s screen for 
viewing from the MicronTracker optical tracker. 
 
After the VCMTCM and CMTVB transforms have been calculated through the process described in section 2.3.1, the 
user can define the CVTVCM transform from the interface. This transform illustrates the translation, rotation and 
scaling between the center of the Virtual Calibration Marker and the actual image volume from the CT or MRI 
volume. 
 
Once all of the static transforms have been defined through the calibration process described in section 2.3.1 and 
2.3.2, the module allows the user to select the required transforms, REFTRAS, VBTREF, 

CMTVB, VCMTCM and CVTVCM 
from existing transforms within 3D Slicer. The user is then able to create the required transform hierarchy for 
use with the system. 
 
2.4.2 Visualization 
 
The visualization functionality of the module is simple. This section of the module allows the user to display a 
selected image volume to the screen using 3D Slicer. When the user clicks the Display to Screen button after completing 
the calibration process, the Volume Re-slice Driver, a module for setting re-slicing planes by using linear transforms in 

Figure 4: User interface in 3D Slicer showing the developed module and a 3D volume reconstruction of the 
CT Volume used for setup and testing. 



image volumes, within SlicerIGT 
(www.slicerigt.org) is accessed. When accessed 
to re-slice the image volume, the transform 
hierarchy that was built by the user with the use 
of the calibration functionality of the module is 
selected to re-slice the patient image volume.  
 
As the required transforms are updating in real 
time, the image displayed on the screen of the 
tablet will update in real time as well. When the 
viewbox is moved through space above the 
patient, the Volume Re-slice Driver will 
continue to access the transform hierarchy and 
update the image. 

 
2.5 Implementation 
 
3D Slicer, running natively on the tablet, 
processes the scanned CT or MRI image 
volume. With all re-slicing and visualization 
running on the tablet, only real-time tracking 
data has to be sent through a wireless 
network. The MicronTracker is connected to a computer that runs PLUS (www.plustoolkit.org) server 
application [6] to acquire tracking data and stream it real-time through the OpenIGTLink protocol [7]. The Volume 
Re-slice Driver module within re-slices the image volume depending upon the pose information obtained from 
the MicronTracker. This re-sliced image is projected onto the tablet display device through the developed image 
overlay module. 
 
The PLUS toolkit was developed to allow users to gather tracking and image data from various hardware that is 
used in image-guided interventions [6], such as the MicronTracker which is used in our system. OpenIGTLink 
standardizes how data is transmitted between various components of image-guided intervention system. It allows 
data and images for tool-tracking to be continuously transferred [7]. 
 
2.6 Testing 
 
To validate the accuracy of the displayed image overlay, virtual target points were defined that covered the full 
field of the overlay. Each target point was marked with the tip of an optically tracked stylus, just by looking at 
the virtual image without the phantom in place. When the operator was confident that the stylus tip was in the 
correct position, the tip of the stylus tip was recorded using the optical markers attached directly to the stylus.  

 
2. RESULTS 

 
3.1 Visualization frame rates 
 
The mobile image overlay system developed by Anand et al. transmitted the re-sliced images wirelessly [4], 
which yielded frame rates of 2 frames per second (FPS) or lower. These slow speeds meant that clinicians would 
have to pre-plan all insertions on a computer where they can review the image conveniently. In storing the 
volumetric image locally, and performing the image re-slicing on the tablet, the real-time pose information was 
the only information transmitted wirelessly to the tablet. Thus, this allowed for visualization at speeds of 
approximately the same rate of capture of the tracking system used, at 9 FPS. This frame rate may allow 
clinicians the option of browsing the volume to find the optimal tool placement path in real-time and start 
inserting the needle immediately.  
 
 

Figure 5: Software Architecture of the mobile image overlay system 
using 3D Slicer, PLUS and SlicerIGT. The MicronTracker optical 
tracker and image overlay system are hardware. 



3.2 System Design 
 

The overall design required a system that can be handheld, and could be setup by one user without any need for 
programming. With only the MicronTracker optical tracker requiring floor space, and the laptop computer used 
for gathering the tracking data needing to be in close proximity, the overall footprint of the system is reduced 
(Figure 6). The system can be hand-held by the physician and used for exploration of the image volume over the 
patient. 

 
3.3 Calibration accuracy 
 
Distances were calculated between each predefined target point and the corresponding point that was placed 
with a stylus. From 21 points used, the mean in-plane distance between each pair of points was 0.99 mm (75th 
percentile 1.45 mm, 95th percentile 1.93 mm). The mean distance out-of-plane between points was 0.61 mm (75th 
percentile 0.97 mm, 95th percentile 1.19 mm) (Figure 7). The differences between the in-plane and out-of-plane 
distances are attributed to the tracking error resulting from the MicronTracker. In our setup, the tracking was 
seen to be quickly shaking back and forth in the in-plane direction due to lighting conditions in the room. Given 
this error, further testing in different workspaces and with different lighting shall be required.  
 

4. CONCLUSION 
 

The objective of the mobile image overlay system was to design and validate the accuracy of using an automatic 
self-calibration process. This process was used to set up the system for image-guided percutaneous needle 
interventions. In testing the accuracy of the mobile image overlay system, it was determined that the image 
overlay system could be used to guide a tool with accuracy that is suitable for facet joint injections or other 
musculoskeletal needle placements as clinicians must be able to place a needle accurately within a few 
millimeters of the target point. We were also able to overcome the low frame rates of the mobile image overlay 
system developed by Anand et al. [4] and improve them by at least 4.5 times. 

 

Figure 6: Setup of the system and MicronTracker optical tracking device. 
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 Figure 7: Box and Whisker Plot of in-plane and out-of-plane distances. 
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